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METHOD AND SYSTEM FOR
RE-AGGREGATION AND OPTIMIZATION
OF MEDIA

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims the priority benefit of U.S.

provisional patent application 62/458,541 filed Feb. 13,
2017, the disclosure of which 1s incorporated by reference
herein.

BACKGROUND OF THE INVENTION

Field of the Invention

This application elates to multimedia, and more particu-
larly to a system and method for data multimedia collection
and analysis.

Description of the Related Art

The TV Viewing Service or multichannel video program-
ming distributor (MVPD) universe 1s changing with com-
panies oflering smaller bundles of channels and the making
of many channels available directly to consumers outside the
traditional MVPD space. This “disaggregation” 1s causing
much consumer difhiculty as they try to aggregate channels
tor themselves.

Digital content distribution systems conventionally
include a content server, a content player, and a communi-
cations network connecting the content server to the content
player. The content server 1s configured to store digital
content files, which can be downloaded from the content
server to the content player. Each digital content file corre-
sponds to a specific identifying title. The digital content file
typically includes sequential content data, organized accord-
ing to playback chronology, and may comprise audio data,
video data, or a combination thereof.

A streaming media service generally icludes a content
server, a content player, and a communications network
connecting the content server to the content player. The
content server 1s configured to store (or provide access to)
media content made available to end users. Media content
may include movies, videos, music, games, social applica-
tions, etc.

SUMMARY OF THE PRESENTLY CLAIMED
INVENTION

The following presents a simplified summary of one or
more embodiments 1n order to provide a basic understanding,
of present technology. This summary 1s not an extensive
overview of all contemplated embodiments of the present
technology, and 1s intended to neither 1dentity key or critical
clements of all examples nor delineate the scope of any or
all aspects of the present technology. Its sole purpose 1s to
present some concepts of one or more examples in a
simplified form as a prelude to the more detailed description
that 1s presented later. In accordance with one or more
aspects ol the examples described herein, systems and
methods are provided for providing commumty driven con-
tent.

In an aspect, a media system for providing community
driven content determines user consumption data and ana-
lyzes user afhinity. The media system performs user athnity
representations and analyzes content athinity. The media
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2

system performs content aflinity representations and maps
content analysis ito groups. The media system creates
multi-dimensional arrays for user content, maps pricing
choices to subscriber value, and maps groups to pricing
choices.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other sample aspects of the present technology
will be described in the detailed description and the
appended claims that follow, and i1n the accompanying
drawings, wherein:

FIG. 1 illustrates a block diagram 100 of an example
functional architecture for re-aggregation and optimization
of media, according to one implementation of the invention;

FIG. 2 illustrates a block diagram 200 of consumption
analysis for re-aggregation and optimization of media,
according to one implementation of the mvention;

FIG. 3 1llustrates a block diagram 300 of program analysis
for re-aggregation and optimization of media, according to

one 1implementation of the mvention;

FIG. 4 illustrates a block diagram 400 of content aflinity
analysis for re-aggregation and optimization of media,
according to one implementation of the mvention;

FIG. 5 illustrates a block diagram 3500 of user aflinity
representations for re-aggregation and optimization of
media, according to one implementation of the invention;

FIG. 6 1llustrates a block diagram 600 of channel analysis
representations for re-aggregation and optimization of
media, according to one implementation of the invention;

FIG. 7 illustrates a block diagram 700 of an multi-array
for re-aggregation and optimization ol media, according to
one 1implementation of the mvention;

FIG. 8 illustrates a block diagram 800 of mapping content
analysis to channels or bundles for re-aggregation and
optimization of media, according to one implementation of
the invention;

FIG. 9 1llustrates a block diagram 900 of inputting cus-
tomer value for re-aggregation and optimization ol media,
according to one implementation of the mvention;

FIG. 10 illustrates a block diagram 1000 of mapping
bundles to pricing choices for re-aggregation and optimiza-
tion of media, according to one implementation of the
invention;

FIG. 11 illustrates a block diagram 1100 of mapping
pricing choices to imputed value of subscribers for re-
aggregation and optimization ol media, according to one
implementation of the mvention; and

FIG. 12 1llustrates a block diagram of an example pro-
cessing device.

DETAILED DESCRIPTION

The subject disclosure provides techniques for re-aggre-
gation and optimization of media, 1n accordance with the
subject technology. Various aspects of the present technol-
ogy are described with reference to the drawings. In the
following description, for purposes of explanation, numer-
ous specific details are set forth i order to provide a
thorough understanding of one or more aspects. It can be
evident, however, that the present technology can be prac-
ticed without these specific details In other 1nstances, well-
known structures and devices are shown in block diagram
form 1n order to facilitate describing these aspects. The word
“exemplary” 1s used herein to mean *“‘serving as an example,
instance, or illustration.” Any embodiment described herein
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as “exemplary” 1s not necessarily to be construed as pre-
ferred or advantageous over other embodiments.

The TV Viewing Service or multichannel video program-
ming distributor (MVPD) universe 1s changing with com-
panies offering smaller bundles of channels and the making
of many channels available directly to consumers outside the
traditional MVPD space. The present disclosure relates to
collecting viewer usage and other data, mapping that to
genre, sub-genre and other content-related data, comparing
it to available channels, channel groups and programs to
determine optimal content collections for particular users
and groups of users. Further, the disclosure describes ways
ol taking these optimized content groupings and comparing
them to various pricing options available based on contrac-
tual obligations and promotional opportunities additionally
factoring in the value of customer acquisition and customer
retention.

The present disclosure 1s a method and system for deter-
mimng first the shows a consumer 1s most likely to want to
watch based on an analysis of that user’s historical con-
sumption and other behaviors which i1s then mapped to
analyses of possible content. The user 1s then mapped to
other users with similar behavior which 1s then used to
impute not only potential content choices but also to impute
a customer value scale to determine the value of that
customer. In parallel, content analysis 1s mapped to indi-
vidual titles, channels and bundles. These potential bundles
are mapped to various pricing choices including promotional
opportunities. The pricing choices are then mapped to the
imputed value of the subscribers to determine what bundles
would be attractive to that consumer but further what
bundled pricing 1s appropriate based on the value of that
consumer.

FIG. 1 illustrates a block diagram 100 of an example
functional architecture for re-aggregation and optimization
of media, according to one implementation of the mnvention.

The media system includes a number of components
which when taken together will provide the bundling
together of content assets in ways that are most usetul to a
consumer and are easily explained and presented as bundles.
The individual elements are described below 1n detail but the
overall structure of the elements can be seen 1n FIG. 1 and
described as follows.

First media system collects User Data either from moni-
toring user behavior, taking input from user surveys or by
receiving data from third parties. This User Consumption
Data (101) 1s where the system begins the analysis to
determine the likes of the users and ultimately the relevance
and value of various media choices to that user. Once media
system have the data, it will perform analysis (102) to
determine the aflinity of each user or group of users to each
piece of content or group of content. The output of the
analysis of the user’s athinity to various shows will be a set
(or database) of User Aflinity Representations (103). These
data represent the aflinity of each user or group of users to
cach show or group of shows.

Now the media system will perform an analysis of the
various content elements (104) to determine their atlinity
relationships, that 1s not how they are broken down by genre,
metadata, etc. but rather how they are broken down based on
user aflinity to them. From this the media system creates
Content Afhinity Representations (105). These are analogous
to the User Athnity Representations above. Every show and
group of shows has a correlation to every other show and
every other group of shows and these are mapped (106) to
the various channels and bundles of channels or bundles of
shows.
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Next the media system creates a set of Multi-Dimensional
Arrays (107). The term “Multi-Dimensional Array” 1s
known to have multiple meanings (one meaning m C++
programming, another 1n pure math, etc.). In the context of
this disclosure, the intent 1s for “Multi-Dimensional Array™
to have the broadest meaning possible. On the one hand 1t
can be a pure mathematical representation but this should be
taken to include large multi-faceted data sets as are used in
Machine Learning, for example, as a training set. These
Arrays (107) are created from an analysis of the relationship
between the User Aflimity Representations (103), the Con-
tent Aflinity Representations (105) and the Mapping of
Content Analysis to Channels and Bundles (106). This
Multi-Dimensional Array (107) contains all the relational
data among the various aspects of the user’s content pro-
clivities and the Content, Channel and Content Bundle
proclivities.

In parallel, the media system generates an “Imputed
Customer Value Scale” for each user and group of users
based on usage, spending and other data. These Imputed
Customer Value Scale representations are then mapped
against the “User to Content Multi-Dimensional Arrays” to
create a set of Pricing Choices as related to customer value
(109). Once the media system knows the value to each
consumer of each of the shows, channels and bundles, the
media system can map those to the various pricing choices
(110) and determine what offers to make to the various users
or groups of users taking into account their probable aflinity
to the content and their price sensitivity.

FIG. 2 illustrates a block diagram 200 of consumption
analysis for re-aggregation and optimization of media,
according to one implementation of the mvention.

In order to generate an accurate analysis of a user’s future
patterns ol consumption the media system will first analyze
their current consumption, their stated and imputed prefer-
ences and temporally based usage patterns. As shown 1n
FIG. 2, the media system begins with a viewer who may
have been watching content on a platform for some time
whose viewing history (201) 1s known and from that a set of
consumption metadata (202) 1s created. The media system
adds any stated viewing preferences from surveys or other
explicit statements (203). Additionally, the media system
may have received their history or preferences by importing
or acquiring acquired from another service (204). Further,
the media system can impute preferences from social media
data (205). The media system then analyzes all the prefer-
ence or consumption data to determine what content they
will like 1n the future. This function 1s performed by the
Granular Media Flement Likability Generator (206). Using
this, the media system creates a database of content associ-
ated with this user including a surmised measure of how
much they liked each show.

All of the elements above (historical usage, imported
historical usage, stated preferences, social media commen-
tary) are weighted by the Likeability Generator (206) based
on their expected value. For example the media system may
predict that watching a show 1s twice as likely to predict
watching the next episode of that show as giving it a “like”
on social media. Inmitially, the media system creates values
for these components based on educated guesses (an Expert
System) for factors like repeat viewing, binge viewing,
pausing, etc. to determine a likability scale for the user and
their content. Actual viewing behavior 1s more valuable than
survey data (to be weighted less heavily). The media system
collects the movies, TV series, TV shows that have been
watched and the video games that have been played. For
video games, the media system includes the number of hours
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that have been spent playing the game as an indicator of
aflinity compensating for expected play time. So, {for
example 1if a game has been played but not to completion
that 1s by default a lower rating than 1f a game has been
played to completion. If a game has been played to comple-
tion and continues to be re-played after completion, that 1s
an even stronger indication of afhnity. For TV shows, the
same kind of indicators can be used. A show that has not
been watched to completion 1s less indicative of athnity than
one that has been watched to completion and one that has
been watched multiple times indicates even more aflinity
than that.

All of these factors are weighted over time based on the
accuracy of the predictions using the Historical Readjust-
ment Analysis Engine (207). The engine does looks at the
weightings used 1 each decision and tracks how that
decision actually worked out. For example, if, for a particu-
lar user 1t was assumed that: “If they have watched three
consecutive shows 1n a season and then stopped that there 1s
a likelihood that 45% of the time they will watch the 4th
show 1n that season during the next week” and 1t turns out
that the actual behavior (perhaps not individually but based
on a contingent of similar users) only occurred 35% of the
time, the algorithm for that user 1s adjusted going forward.
Of course, the same methodology 1s used to continuously
adjust the membership and scope of the contingent of users.
As can be seen from the preceding example, there 1s no limit
to the granularity that can be achieved—particularly as the
cost of processing and data storage and manipulation con-
tinue to approach zero. Another example (useful when
determining the value of a user) might be around the
propensity to fast forward through or skip ads. This could be
based on the type of show watched or the type of ad
displayed or the time of day or the position 1n the show or
the length of the ad. As artificial intelligence (Al) algorithms
are updated, the above analyses will be a regular part of the
process.

The Users 1 any household or other grouping may be
multiple. First the User must be associated with the data set.
Each User associated with the account 1s 1nitially associated
with the data collected for that account. This Viewer ID/User
Afhmty Mapping (208) mitially maps all the data to all the
users but, over time, based on data, each user will be
analyzed separately.

The user to content athinities must be weighed against the
likelihood that 1t 1s the viewer being analyzed 1s the viewer
actually watching the show. This 1s determined by the ID
Confidence Generator (209). This can be eflectuated 1n a
number of ways. First if the viewer 1s controlling the
playback of the content with or on their mobile phone, 1t 1s
much more likely that they are the viewer who usually uses
that phone (or 1s registered to 1t) than 1f they are using a
generic remote.

If the media system determines that multiple users are in
the home, the media system can impute separate profiles
even 11 they don’t sign 1n as different users and in fact the
media system can project multiple profiles on the same user
based on their behavior at any one time. Here are some
factors that can be used to predict the appropriate video
profile for recommendation: genre & sub-genre, genre &
sub-genre of show immediately preceding or immediately
tollowing the watched show, time of day, day of the week,
time of the year, weather, frequency of pause, fast forward,
rewind, amount of commercial skipping, sections
repeated—particularly commercials repeated. Based on all
the indications above, as well as account registration infor-
mation, sign 1n information (not necessarily dispositive but
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often viable) the media system can estimate, based on the
first few actions, which user 1s holding the remote. Particu-
larly usetul 1s when a user 1s using a mobile phone or other
personal device to control the playback or search function-
ality as thee are generally individual user devices. Even for
multiple user devices, motion detection and accelerometer
functions in the controlling device can be used as input to the
engine to help determine the likely holder of the device.

Now that the media system has an estimate of which user
1s controlling or viewing each content element, the media
system can feed the weighting back into the Confidence
Weighted User Afhnity Mapping Engine (210) and have
specific likability scores for each user and each piece of
content. The likability scores are stored in the Individual
User Likability Database (211). This data 1s also updated
continuously over time as historical accuracy i1s used to
readjust the parameters.

Even though the media system may use different profiles
for recommendation at any one time, the total consumption
behavior has to be taken into consideration together to
predict content bundles to be included in a proposed sub-
scription bundle.

FIG. 3 1llustrates a block diagram 300 of program analysis
for re-aggregation and optimization ol media, according to
one 1implementation of the invention.

Just as the media system uses consumer behavior and
discussion data to determine what content they might like,
the media system can use the opposite approach to deter-
mine for each piece of content or bundle of content, which
users 1t “likes.” Though content doesn’t actually like users,
seeing the dyad of content to user athnity as well as the more
traditional user to content athnity will undoubtedly yield
usetul results and 1t 1s not expected that the two approaches
will be tautological. Using the same approach as above one
can easily put each piece of content in the place of an
individual user and determine which users each piece of
content has an athimty for. FIG. 3 shows a similar approach
as FIG. 2 except from the point of view of the content
instead of the point of view of the user.

The media system begins with the Content Viewer His-
tory (301), that 1s, how the content 1s scored based on 1its
users. From this the media system creates Viewability Meta-
data (302), essentially what contingent of users are attracted
to this show (or from an analytics perspective, what people
the show “likes™). In parallel, Social Media (305) 1s ana-
lyzed (based this time not on the users but on the content
referenced by the users) and 1s used to create Content Group
Associations (303). The Content group Associations along
with Review Data (304)—based on publicly available
reviews, blogs, comments, etc.—1s analyzed along with the
Viewability Metadata to create a Granular Content Rel-
evance Generator (306).

The Granular Content Relevance Generator 1s continu-
ously updated by the Historical Readjustment Analysis
Engine (307) as in the previous FIG. 2 and discussion.
Similar to the Consumption Analysis in FIG. 2, this 1s fed to
a User/Show Type Mapping engine which should have
outputs similar 1n construction to the Viewer 1D/User Aflin-
ity Mapping (208) 1n the previous FIG. 2 except from a
different perspective. As a result, the learning algorithms (to
be used later) can work from the opposite side and better
inform the cumulative data analysis. This 1s then used to
create the User Likability Data (309)—essentially a measure
of how much each show “likes” each user.

FIG. 4 illustrates a block diagram 400 of content aflinity
analysis for re-aggregation and optimization of media,
according to one implementation of the ivention.
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Individual Users (400) are analyzed individually and
additionally (perhaps in retrospect) Users are analyzed in
Groups. Individual Content Analysis (401) 1s made up of a
number of factors:

Genre: as defined by show creators 1n metadata or as
defined from scraping unstructured data from websites (1n-
cluding blogs and newspaper/magazine reviews), review
aggregators (e.g. Rotten Tomatoes) or Social Network com-
mentary (e.g. Facebook posts).

Time of day: Content may be more often consumed in the
evening, in the morning, 1n the afternoon or after midnight.
This can be used to weight the likelihood of a consumer
wanting this content based on the time of day they are
consuming.

Proximity: If someone consumes similar content 1n suc-
cession, 1t indicates a proclivity to binge within a genre
while 11 they tend to switch genres, 1t indicates the opposite
proclivity. This must be balanced against the likelihood of
the “switcher” being, i fact, a different person. When
switching indicates a group activity, the algorithm can be

used to recommend content that the collaborative filtering,
algorithm has found to be common to both contingents.

Nuanced Collaborative Filtering (402): If I like A, B and
C and others who like A, B and C also like X and Y, I will
likely also enjoy X & Y. Seeing which users have watched
or played a piece or set or genre of content and seeing what
other content they have watched or played, the media system
can then use that to infer what content others who like some
of that content might like. This 1s then used to create an
allinity sub-rating, which 1s, for example, that this content 1s
not 1 genre X but 1s liked by people who like genre X. These
allinity ratings are nuanced based on the value of the
individual viewer—that 1s 11 a user likes a show at a 95 on
a scale of 1 to 100, that weighting carries more weight than
if their preference was only at a 15 out of 100. Unlike
traditional Collaborative Filtering, where the analysis has
traditionally been limited to stmple comparative analysis, in
this case the media system can use a much more detailed and
nuanced approach. For example, a similar contingent might
like a program to a degree of 85% when 1t first came out but
another contingent might like i1t at 40% when 1t first came
out. However, over time, say 1n 4 weeks, those numbers
might be reversed. Based on which contingent a particular
user 1s more highly correlated, the messaging about watch-
ing highly correlated matenial (e.g. the next episode 1n a
series) might be timed differently. Using Artificial Intelli-
gence algorithms, these relationships can be calculated with
great specificity. A Machine Learning engine, for example,
might use the initial data collected as a training set, then use
that set to predict future guesses about user consumption,
checking the accuracy of those assumptions as more data 1s
gathered about actual behavior and that data 1s then fed into
the training data to increase the accuracy. There 1s not the
limitation of humans being able to imagine relationships 1n
specificity but rather algorithms can approximate based on
the results of various choices and fine tune themselves over
time.

Historical Updating (403): There 1s a second generation
and, 1n fact, continuing generations of analysis based on past
allinity. If a suggestion turns out to be successtul, the value
of the linkage used to create that relationship is increased but
il 1t turns out to be unsuccessiul, the value of that linkage 1s
diminished. This 1s a fuzzy relationship so that 1t 1s not
binary, but weighted based on the level of success.

Now that the media systems have correlated the Users
with the Content Analysis Factors, the media system store all
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those relationships 1n database (typically distributed),
known as User Aflinity Mappings (406).

When the media system takes these Genre Mappings and
converts them to User Athnity Mappings, some elements
may be highly correlated but the correlation may not nec-
essarily be dispositive. For example, you have someone who
likes juvenile humor as determined by the series and movies
that they watch. Collaborative filtering might tell us that they
will like an episode of a series that 1s not typically juvenile
in 1ts humor but 1s 1n one episode (or at least that episode 1s
liked by people who like juvenile humor). So, as a result, the
media system must look more deeply than the series or the
show but look at how a show within a series can slant the
results for the show and compensate for those distortions.
This process feeds back into the content so that the media
system uses those User Rating results to rate the programs.
This back and forth from user ratings to show ratings and
vice versa will fine tune the results over time and be used to
inform any Al engine 1n use.

The media systems do not need labels because an Artifi-
cial Intelligence based or Machine Learning system can
create representations of traits without knowing what those
traits are. The media system 1s therefore not limited by the
number of shows or genres. There 1s almost no limit to the
number of aspects that an Al or Machine Learning system
can create, pruning some over time and increasing the
importance of others based on historical accuracy or addi-
tional collaborative filtering data. So the media systems use
the aflinity of consumers to specific shows to generate
alhinity relationships among that group of shows. Further-
more, the media system uses the level of that athnity (e.g.
loosely correlated means 1 on a scale of 100 and highly
correlated means 100 on a scale of 100) to determine the
level of athnmity of shows to each other. Though this mecha-
nism can be used for making recommendations; 1t 1s not the
intent here. The itent 1s to determine a more generalized
sense ol the kinds of things the user likes so that bundles can
ellectively be created.

The media system looks at the content elements that the
consumer has watched—weighted against the imputed aflin-
ity to each content element (made up of all the factors
above). The media system has dynamic groupings of content
that the consumer likes and a Likability Score for each group
ol content.

The opposite or corollary of all of this 1s looking from the
opposite direction. The media system can start with the
Afhmty Mappings of the Shows and Episodes (404) and use
the same Content Analysis Factors as were used for the User
Mappings but in reverse. The result will be Show and
Episode Afhinity Mappings (407). Both the User and the
Show Aflnity Mappings are stored in an Aflinity Mapping
Data Store (408).

FIG. 5 illustrates a block diagram 3500 of user aflinity
representations for re-aggregation and optimization of
media, according to one implementation of the invention.

Beginning with the Afhinity Mapping Data Storage (500 &
501—also 408 1n FIG. 4) the media system can begin the
process of creating User Aflinity Representations. The media
system can store a great amount of user data and an aflinity
number for each group of data (e.g. shows, channels, game
genres, etc.) the media system can use to create a multi-
dimensional array for that user’s data. For example, 11 a
consumer has a rating across consumption elements (for
example, i for an ordered set of 16 factors, the users rating
for cach of those factors was
7.3.5.25.69.11.15.48.39.11.35.19.54.65.34.64). These ele-

ments or Consumption Event Factors (502) can be genres or
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a shows or channels as one dimension with user likability as
a second dimension. A third dimension might be time of day
or device of consumption or business model (e.g. own, rent,
subscribe, etc.). In theory, there 1s no limit to the number of
possible dimensions though, 1n practice, only using two or
three may vield the best results.

Next the media system maps all of these Consumption
Event Factors to Users and Groups of Users (503). Now you
have multiple Consumption Factors which can be mapped in
arbitrarily nuanced ways to User Athnity and group Aflinity
Data (505). As the algorithms plough through the data,
different afhinities will be reinforced and others will be
attenuated. In this way, the media system now has a very
detailed and actionable set of User and group data that the
media system can use to define the value of each consumer
and each group of consumer’s atlinity relationship to indi-
vidual and groups of content.

Just as 1n earlier phases of the development, the viability
of the results 1s tracked historically and 1s results driven so
that 1f time of day turns out not to yield much value for some
consumers, the weight of that dimension can be lowered.
This array—changeable over time becomes the User Aflinity
Representation (UAR). A UAR can also be created for a
group ol users—say a household, a dorm or a zip code.

FI1G. 6 illustrates a block diagram 600 of channel analysis
representations for re-aggregation and optimization of
media, according to one implementation of the mvention.

Similarly to the process for creating User Afhnity Rep-
resentations, a media system can create Channel Aflinity
Representation. FIG. 6 1s very similar to FIG. 5 for User
Afhnmty Analysis. As described above, just as a User has an
allinity for a Show or Channel or Bundle, a Show, Channel
or Bundle, a Show, Channel or Bundle has an athnity for a
User. These mverted Analysis Athnity Mappings (600 &
601) create analogous Content Event Factors (602) which
are mapped by the Event Factor to Array Translator (603) to
the Channel and Bundle Aflinity Arrays (604 & 605).

FIG. 7 1llustrates a block diagram 700 of a multi-array for
re-aggregation and optimization of media, according to one
implementation of the invention.

The media system use Multi-dimensional arrays to pro-
vide the detailed relevance and nuance to make Content/
User analysis. The dimensions of the arrays can represent
any aspect ol the customer, program or service. In the
Consumption Event Factors list (700), any number of pos-
sible factors are listed but they are by no means exhaustive.
As the system gets smarter and smarter, many other factors
will turn out to be relevant and many of these will prove to
be inconsequential—these are just examples. In this process,
the media system takes the various factors and maps them to
separate dimensions (701). The media system does not need
to use all the dimensions but can try diflerent combinations

for return on effort. Even 1f the media system limits a search
to just few dimensions, the media system may weigh them
based on importance using a Dimension Weighting Algo-
rithm (702). As with other processes herein, the media
system can begin with an expert system and then use the
results to test our data. If a suggestion turns out to yield the
appropriate user behavior, that approach 1s reinforced and 1f
others do not vield results, that approach 1s diminished.
Because the media system 1s not judging the results based on
individual effectiveness but rather of the sum total of effec-
tiveness, the media system can optimize the approach fairly
quickly and assume that what works for most people will be

the correct approach for each of the individuals. If there are
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outliers, the outliers will show up as a contingent groups and
the algorithm or Learning Engine will be adjusted to apply
to them as groups.

FIG. 8 1llustrates a block diagram 800 of mapping content
analysis to channels or bundles for re-aggregation and
optimization of media, according to one implementation of
the 1nvention.

In order to effectively map the consumer to channels,
shows or bundles the media system must map those content
clements (channels, shows and bundles) to the likelithood of
appreciation by each consumer or group of consumers (e.g.
a household, neighborhood, college campus, etc.). In the
same way that the media system mapped which shows a user
liked and then which show a user 1s most likely to like, the
media system can create a UAR for channels and bundles of

channels as shown in FIG. 8. The media system may need
to understand the personality or UAR of each Channel (800)
or Bundle of Channels (801) so that the media system can
see how closely each channel or bundle of channels maps to
cach user of group of users. Imagine that you have a user
who watches one channel all day. What would theirr UAR
look like across genres? That 1s an 1dealized rating for a
watcher of that channel. Now 1magine the same process for
a bundle of channels (e.g. a Disney bundle which includes,
Disney Channels, ESPN, ABC, etc.). The media system
creates an 1dealized rating for a watcher of that channel and
for a watcher of each group of channels. As can be dearly
seen, 11 a consumer has a rating across consumption ele-
ments (say, our consumer with the 16 factors above:
7.3.5.25.69.11.15.48.39.11.35.19.54.65.34.64) and the set of
channel ratings or aggregate of bundle of channels looks
very similar, then the athmity of the consumer for that
channel or bundle of channels 1s lhigh. Conversely, 11 the
match 1s not close, the rating 1s low. The closeness of the
consumer rating to the channel rating and or bundle rating
can be used to create a Channel Athnity Relationship (CAR)
or Bundle Aflimity Relationship (BAR) (802) between each
user of group of users and each Channel or Bundle. Once the
media system has the CAR mapping and BAR mappings, the
media system can guess which content each consumer or
group of consumers would most probably like. The media
system already has the User & Group Afhinity Representa-
tion Arrays (803) which the media system receirved from our
Individual and Groups of Users (804). Now comparing the
arrays (802 & 803) to each other the media system can
generate User & Group Aflinities to Channels and Bundles
(805).

FIG. 9 1llustrates a block diagram 900 of nputting cus-
tomer value for re-aggregation and optimization ol media,
according to one implementation of the ivention.

Different customers have differing value to a service.
Some customers might spend a lot of money on various
channel groups while others may only be interested in free
content. Additionally, some may be targets for low budget
consumables (like McDonalds) while others may be high
value advertising targets (e.g. they might follow a link to a
Porsche dealer and buy a car). It 1s reasonable to encourage
high value customers as much as possible even to the point
of losing money on some subscription bundles 11 they would
generate other ancillary revenue. As seen 1n FIG. 9, the
following mechanisms (900) can be used to impute value
(this 1s a limited sub-set but the possible values are unlim-
ited).

Z1p Code

Gender

Age
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Family composition (married? children? how many or
what genre and age?)

Weekly time of Gaming consumption

Weekly time of Video consumption

Weekly time of Film consumption

Weekly time of TV consumption

Weekly time of Music consumption

Genre of consumption broken out separately in games,
TV, music and film

Mapping all of the above against each other (e.g. TV
comedy and first person shooter games)

Purchase history mapped against all of the above (e.g.
how much and what does each child buy, etc.)

Time spent searching for lower price (e.g. 1I a user just
buys the first instance of a title they are searching for
as opposed to looking at different services for a lower
price)

Click Likelihood (the likelithood of clicking on a link)
based on previous behavior

Psychological Typing—data gathered from psychological
tests (like Myers Briggs typing) or from imputed psy-
chological characteristics based on behavior (e.g.
people who hover over a link for a long time before
clicking are more likely to be cautious in other deci-
sions, game play, etc.)

Selected resolution (e.g. usually SD or usually HD or
UHD whenever possible)

Bandwidth to the device

In the same way that the media system created the
Channel Afhnity Relationships (CARs) or Bundle Aflinity
Relationship (BARs), the media system can create an
Imputed Customer Value (ICV) as one dimension of an array
which can be used by our learning (AI/ML) systems. In
order to determine the ICV, the media system starts with the
User and Group Customer Value Factors (900, as above) and
looks at them in relationship to the User’s or Group of
User’s Genre and Show preferences (902) to generate a
Preferences to Value Mapping (901). This mapping 1s a two
dimensional array with content preferences in one dimen-
sion and Customer Value Factors 1n the other dimension.

The array 1s then added to the arrays of Aflinity Storage
(903). Now the media system takes all of this data and the
media system maps the spending propensity to each channel
and bundle of channels. So i1 customer A 1s liable to spend
a lot of money on the golf channel, which creates a high
Spending propensity for that channel. Alternatively, the
same user could have a low spending propensity for Nick-
clodeon. These propensities are then fed back into the User
and Group Customer Value Factors and stored as another set
of fields or dimension in the multi-dimensional array. Now
that the media system knows the imputed value of each
consumer to each show, channel and bundle, the media
system can begin to perform the analysis required to deter-
mine which programs are worth how much to each con-
sumer or group ol consumers.

FIG. 10 illustrates a block diagram 1000 of mapping
bundles to pricing choices for re-aggregation and optimiza-
tion of media, according to one implementation of the
invention.

Now that the media system has Channel Aflinity Rela-
tionships (CARs) or Bundle Aflinity Relationship (BARs),
and Imputed Customer Value (ICV) arrays that can be used
by the learning systems, the media system can look at the the
channels and channel bundles the user 1s most likely to
enjoy, and the likelthood to spend for those channels and

bundles.
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As previously discussed 1n the section on Channel Analy-
s1s Representations, the media system has Group and User

Afhmty arrays (1000, 1001 & 1002), which describe the

allinity each user or group of users has to each piece or
collection of content (show, series, channel, group of chan-
nels, etc.). At the same time, the media system has a

complete set of Content Afhnity Arrays (1003). These are
collectively made from the analysis of each Show Aflinity

(1004), each Channel Afhnity (1005) and each Bundle
Afhmty (1006). Bundles can be any collection of Channels.
They could be a collection of channels as provided by one

content provider (1.e. Disney owns ABC, Disney Family,
A&E Networks and ESPN which are often sold to MVPDs
as a Bundle) or it could be a bundle created internally (say
premium channels including Starz, HBO and Showtime).
Because of the proliferation of cloud computing and cloud
storage, there 1s no limit to the number of possible virtual
channels and these can be created by intuitive programmers
or by algonthms based on customer usage. These Show,
Channel and Bundle Aflinities are collectively referred to
simply as Content Afhnities (1007).

The media system now has User and Group Aflinities
(1000) and Content Afhinities (1007). By mapping the two
arrays against each other the media system can create a User
to Content Value Score (UCVS) (1008). The score tells the
media system the value of each show, channel or bundle to
cach consumer or group of consumers.

FIG. 11 illustrates a block diagram 1100 ol mapping
pricing choices to imputed value of subscribers for re-
aggregation and optimization ol media, according to one
implementation of the mvention.

User Athnity Data (1100) has been mapped against Con-
tent Afhinity Data (1101) to create a set of User to Content
Value Scores (1102). Additionally, the media system has
created Imputed Customer Value Scores (1103) based on
those Users and Groups.

Now the final stage of this exercise 1s to map the UCVS
to the available channels and bundles. Based mmitially or
intelligent guesses—an Expert System generated by experts
in the field begins with cost values associated with each
channel or bundle of channels—e.g. this user would pay
$2/month for ABC but only $1/month for CBS. These
cumulative values are compared with the cost of adding
those channels to a bundle—taking into account that some
bundles may not be able to be separated. So for example, 1T
I must take ABC with ESPN because of our agreements with
the Walt Disney Company, those prices must be factored
together. Now the media system has various sets of content
bundles that the media system can create for individual users
and expected prices they might pay. This will give us some
initial offers—and probably the best offers for that particular
user. For example, the media system can create two or three
bundles customized for a user with the optimal pricing for
them.

As one additional layer to the ability to make appropriate
offers to consumers, the media system may factor in the
value of that consumer. To do this, the media system use an
Imputed Additional Value to determine how much additional
revenue the media system might accrue from that subscriber.
Possible areas that may imply additional revenue include
interactive advertising which carries very high CPMs (1n-
cluding direct payments for referrals) and likelihood to buy
or rent additional games or movies or TV shows based on
staying within our ecosystem as opposed to launching
another provider which can take user engagement away
from the media system.
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FIG. 12 1illustrates a block diagram of an example pro-
cessing device 1200. The processing device 1200 can
include a Basic Input/Output System (BIOS) 1210, a

memory 1220, a storage 1230, a network interface 1240, a
processor 1250, a northbridge 1260, a southbridge 1270, and

an input/output (10) intertace 1280.

The processing device 1200 can be any apparatus for
processing data, such as for example, a server computer
(e.g., one of many rack servers 1n a data center), a personal
computer, a laptop computer, a smartphone, a tablet, an
entertainment console, a wearable device, or a set top box.
The processor (e.g., central processing unit (CPU)) 1250 can
be a chip on a motherboard that can retrieve and execute
programming instructions stored in the memory 1220. The
processor 1250 can be a single CPU with a single processing,
core, a single CPU with multiple processing cores, or
multiple CPUs. One or more buses 1290 can transmit
istructions and application data between various computer

components such as the processor 1250, memory 1220,
storage 1230, and networking interface 1240.

The memory 1220 can include any physical device used
to temporarily or permanently store data or programs, such
as various forms of random-access memory (RAM). The
storage 1230 can include any physical device for non-
volatile data storage such as a HDD or a flash drive. The
storage 1230 can often have greater capacity than the
memory 1220 and can be more economical per umit of
storage, but can also have slower data transfer rates.

The BIOS 1210 can include a Basic Input/Output System
or its successors or equivalents, such as an Extensible
Firmware Interface (EFI) or Unified Extensible Firmware
Interface (UEFI). The BIOS 1210 can include a BIOS chip
located on a motherboard of the processing device 1200
storing a BIOS software program. The BIOS 1210 can store
firmware executed when the computer system 1s first pow-
ered on along with a set of configurations specified for the
BIOS 1210. The BIOS firmware and BIOS configurations
can be stored in a non-volatile memory (e.g., NVRAM)
1212 or a ROM such as flash memory. Flash memory 1s a
non-volatile computer storage medium that can be electroni-
cally erased and reprogrammed.

The BIOS 1210 can be loaded and executed as a sequence
program ¢ach time the processing device 1200 1s started.
The BIOS 1210 can recognize, initialize, and test hardware
present 1n a given computing system based on the set of
configurations. The BIOS 1210 can perform seli-test, such
as a Power-on-Self-Test (POST), on the processing device
1200. This seli-test can test functionality of various hard-
ware components such as hard disk drives, optical reading
devices, cooling devices, memory modules, expansion cards
and the like. The BIOS can address and allocate an area 1n
the memory 1220 in to store an operating system. The BIOS
1210 can then give control of the computer system to the OS.

The BIOS 1210 of the processing device 1200 can include
a BIOS configuration that defines how the BIOS 1210
controls various hardware components in the processing
device 1200. The BIOS configuration can determine the
order 1n which the various hardware components in the
processing device 1200 are started. The BIOS 1210 ca
provide an interface (e.g., BIOS setup utility) that allows a
variety of diflerent parameters to be set, which can be
different from parameters in a BIOS default configuration.
For example, a user (e.g., an administrator) can use the BIOS
1210 to specity dock and bus speeds, specily what periph-
erals are attached to the computer system, specily monitor-
ing of health (e.g., fan speeds and CPU temperature limaits),
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and specily a variety of other parameters that aflect overall
performance and power usage of the computer system.

The I/O interface 1280 allows the processing device 1200
to connect with I/O devices such as a keyboard, a mouse, a
remote control, a controller, a microphone, a television, a
head mounted display (HMD), and/or a monitor, etc.

The northbridge 1260 can be a chip on the motherboard
that can be directly connected to the processor 1250 or can
be integrated into the processor 1250. In some 1nstances, the
northbridge 1260 and the southbridge 1270 can be combined
into a single die. The northbridge 1260 and the southbridge
1270, manage communications between the processor 1250
and other parts of the motherboard. The northbridge 1260
can manage tasks that require higher performance than the
southbridge 1270. The northbridge 1260 can manage com-
munications between the processor 1250, the memory 1220,
and video controllers (not shown). In some instances, the
northbridge 1260 can include a video controller.

The southbridge 1270 can be a chip on the motherboard
connected to the northbridge 1260, but unlike the north-
bridge 1260, 1s not directly connected to the processor 1250.

The southbridge 1270 can manage input/output functions
(e.g., audio functions, BIOS, Universal Serial Bus (USB),

Serial Advanced Technology Attachment (SATA), Periph-
eral Component Interconnect (PCI) bus, PCI eXtended
(PCI-X) bus, PCI Express bus, Industry Standard Architec-
ture (ISA) bus, Serial Peripheral Interface (SPI) bus,
Enhanced Serial Peripheral Interface (eSPI) bus, System
Management Bus (SMBus), etc.) of the processing device
1200. The southbridge 1270 can be connected to or can
include within the southbridge 1270 the 1I/O interface 1270,
Direct Memory Access (DMAs) controllers, Programmable
Interrupt Controllers (PICs), and a real-time dock.

The mput device 1202 can be at least one of a game
controller, a joystick, a mouse, a keyboard, a touchscreen, a
trackpad, microphone, camera, or other similar control
device. The input device 1202 allows a user to provide mput
data to the processing device 1200.

The display device 1204 can be at least one of a monitor,
a light-emitting display (LED) screen, a liquid crystal dis-
play (LCD) screen, a head mounted display (HMD), a
virtual reality (VR) display, a augmented reality (AR) dis-
play, or other such output device. The display device 1204
allows the processing device 1200 to output visual informa-
tion to a user.

The wvarious illustrative logical blocks, modules, and
circuits described 1n connection with the disclosure herein
can be implemented or performed with a general-purpose
processor, a digital signal processor (DSP), an application
specific integrated circuit (ASIC), a field programmable gate
array (FPGA) or other programmable logic device, discrete
gate or transistor logic, discrete hardware components, or
any combination thereof designed to perform the functions
described herein. A general-purpose processor can be a
microprocessor, but in the alternative, the processor can be
any conventional processor, controller, microcontroller, or
state machine. A processor can also be implemented as a
combination of computing devices, e.g., a combination of a
DSP and a microprocessor, a plurality of microprocessors,
one or more microprocessors in conjunction with a DSP
core, or any other such configuration.

The operations of a method or algorithm described 1n
connection with the disclosure herein can be embodied
directly in hardware, in a software module executed by a
processor, or in a combination of the two. A software module
can reside in RAM memory, tlash memory, ROM memory,
EPROM memory, EEPROM memory, registers, hard disk, a
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removable disk, a CD-ROM, or any other form of storage
medium known 1n the art. An exemplary storage medium 1s
coupled to the processor such that the processor can read
information from, and write information to, the storage
medium. In the alternative, the storage medium can be
integral to the processor. The processor and the storage
medium can reside 1 an ASIC. The ASIC can reside n a
user terminal. In the alternative, the processor and the
storage medium can reside as discrete components 1n a user
terminal.

In one or more exemplary designs, the functions
described can be implemented 1n hardware, software, firm-
ware, or any combination thereof. If implemented 1n soft-
ware, the functions can be stored on or transmitted over as
one or more instructions or code on a non-transitory coms-
puter-readable medium. Non-transitory computer-readable
media includes both computer storage media and commu-
nication media including any medium that facilitates transier
of a computer program from one place to another. A storage
media can be any available media that can be accessed by a
general purpose or special purpose computer. By way of
example, and not limitation, such computer-readable media
can include RAM, ROM, EEPROM, CD-ROM or other
optical disk storage, magnetic disk storage or other magnetic
storage devices, or any other medium that can be used to
carry or store desired program code means in the form of
instructions or data structures and that can be accessed by a
general-purpose or special-purpose computer, or a general-
purpose or special-purpose processor. Disk and disc, as used
herein, mcludes compact disc (CD), laser disc, optical disc,
digital versatile disc (DVD), floppy disk and blue ray disc
where disks usually reproduce data magnetically, while
discs reproduce data optically with lasers. Combinations of
the above should also be included within the scope of
non-transitory computer-readable media.

The previous description of the disclosure 1s provided to
enable any person skilled in the art to make or use the
disclosure. Various modifications to the disclosure will be
readily apparent to those skilled in the art, and the generic
principles defined herein can be applied to other variations
without departing from the scope of the disclosure. Thus, the
disclosure 1s not itended to be limited to the examples and
designs described herein, but i1s to be accorded the widest
scope consistent with the principles and novel features
disclosed herein.

What 1s claimed 1s:

1. A system for digital content filtering and multi-dimen-
sional analysis, the system comprising:

a content server that stores a plurality of digital content
files, each digital content file comprising sequential
content data:

a user database that stores user data arrays, wherein each
user data array 1s specific to a respective user and
includes a set of content factors, and wherein each
content factor 1n the set of content factors 1s associated
with a likability metric specific to the respective user;

a content database that stores content data arrays, wherein
cach content data array 1s specific to a respective
content title and 1includes a set of content elements, and
wherein each content element in the set of content
clements 1s associated with an athnity metric specific to
the respective content title; and

a media analysis server that:

selects a plurality of dimensions from the set of content
factors and the set of content elements:

creates a multi-dimensional content array for a requesting,
user based on the selected plurality of dimensions that
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are found 1n a user data array specific to the requesting,
user and 1n one or more content data arrays; and

generates the content data arrays and the user data array
specific to the requesting user.

2. The system of claim 1, wherein the media analysis
server generates the user data array specific to the requesting,
user based on current content consumption data associated
with the requesting user.

3. The system of claim 2, wherein the current content
consumption data includes at least one of viewing history,
imported historical data, survey responses, express preler-
ences, and social media activity.

4. The system of claim 2, wherein the media analysis
server generates the user data array specific to the requesting,
user by assigning a weight to each content factor and
determining the likability metric for each content factor
based on the assigned weight.

5. The system of claim 4, wherein the media analysis

server further updates the weight assigned to each content
factor based on a disparity between the determined likability
metric and new content consumption data associated with
the requesting user.

6. The system of claim 1, wherein the user database
further includes at least one data array associated with a
group ol users, and wherein the media analysis server
generates a plurality of user data arrays, each user data array
specific to a different user 1n the group based on one or more
tracked indicators and an assigned degree of confidence
associated with the tracked indicators.

7. The system of claim 1, wherein the media analysis
server generates the multidimensional content array based
on at least one other user data array specific to another user
identified as similar to the requesting user.

8. A method for digital content filtering and multi-dimen-
sional analysis, the method comprising:

storing a plurality of digital content files 1n a content

server, each digital content file comprising sequential
content data:
storing user data arrays in a user database, wherein each
user data array 1s specific to a respective user and
includes a set of content factors, and wherein each
content factor in the set of content factors 1s associated
with a likability metric specific to the respective user;

storing content data arrays 1n a content database, wherein
cach content data array i1s specific to a respective
content title and includes a set of content elements, and
wherein each content element 1n the set of content
clements 1s associated with an athnity metric specific to
the respective content title;

selecting a plurality of dimensions from the set of content

factors and the set of content elements:

creating a multi-dimensional content array for a request-

ing user based on the selected plurality of dimensions
that are found i1n a user data array specific to the
requesting user and 1n one or more content data arrays;
and

generating the content data arrays and the user data array

specific to the requesting user.

9. The method of claim 8, wherein generating the user
data array specific to the requesting user 1s based on current
content consumption data associated with the requesting
user.

10. The method of claim 9, wherein the current content
consumption data includes at least one of viewing history,
imported historical data, survey responses, express prefer-
ences, and social media activity.




US 10,136,189 B2

17

11. The method of claim 9, wherein generating the user
data array specific to the requesting user comprises assign-
ing a weight to each content factor and determining the
likability metric for each content factor based on the
assigned weight.

12. The method of claim 11, further comprising updating
the weight assigned to each content factor based on a
disparity between the determined likability metric and new
content consumption data associated with the requesting
user.

13. The method of claim 8, further comprising storing at
least one data array associated with a group of users, and
generating a plurality of user data arrays, each user data
array specific to a different user in the group based on one
or more tracked indicators and an assigned degree of con-
fidence associated with the tracked indicators.

14. The method of claim 8, wherein generating the
multi-dimensional content array 1s further based on at least
one other user data array specific to another user 1dentified
as similar to the requesting user.

15. A non-transitory computer-readable storage medium,
having embodied thereon a program executable by a pro-
cessor to perform a method for digital content filtering and
multi-dimensional analysis, the method comprising:
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storing a plurality of digital content files 1n a content
server, each digital content file comprising sequential
content data;

storing user data arrays in a user database, wherein each
user data array 1s specific to a respective user and
includes a set of content factors, and wherein each
content factor 1n the set of content factors 1s associated
with a likability metric specific to the respective user;

storing content data arrays 1n a content database, wherein
cach content data array is specific to a respective
content title and includes a set of content elements, and
wherein each content element in the set of content
clements 1s associated with an atlinity metric specific to
the respective content title;

selecting a plurality of dimensions from the set of content
factors and the set of content elements;

creating a multi-dimensional content array for a request-
ing user based on the selected plurality of dimensions
that are found in a user data array specific to the
requesting user and 1n one or more content data arrays;
and

generating the content data arrays and the user data array
specific to the requesting user.
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