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110
Convert multimodal signals from sensors to digital time series
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Process each time series to remove noise and derive physiological inputs for
cognitive state-classifiers

Determine probability of being in each cognitive state using cognilive state-
classifier(s)

Y

Identify phase of operation based on operator VO (optional}
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160
Determine cognitive state of operator from determined probabilities and/or
determined scenario

FIG. 7
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810
Load a set of trained cognitive state-classifiers {(and optionally action criteria)

820
During operation sample a set of multimodal signals measuring physiological
responses of the operator
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830
Determine cognitive state and/or probabilities using cognitive state-classifier(s)

No 840

~ Action criteria
loaded?

Yes

< 850
Action criteria
satistied?

NO

Yes |

860
Perform action specified for salisfied action criteria

870
Continued
operation?,

Yes

PO N W U S UE VUL U SIS VI VI VI SUF VI S SE SIS SR SIS S U S S S S VI VI S S VA VI VI S S SR SIS U S ST S S SI U S S VI VI S S VI VI VI VI SR S SUL S SE SIS S NI S SR Y S S VI S S VI VI VI VI VI S S SN S S S PR S S UL S U U U S S VI Y S VI VI SEF VI VI W S S S S S S S S S S Y SR U VA SR VR VA S S VI W S S S SEF S S S S S S VR SR U S S I Y SEF S VA W VP S S S S S U S S S U S U Y S VI Y S S VI S S S N

(optional)

FIG. 8
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SYSTEM AND METHOD FOR TRAINING OF
STATE-CLASSIFIERS

CROSS-REFERENCE TO RELATED PATENT
APPLICATION(S) S

This patent application 1s a continuation-in-part of, and
claims the benefit of and priority to, co-pending U.S. appli-

cation Ser. No. 14/212,159 entitled PHYSIOLOGICALLY
MODULATING VIDEOGAMES OR SIMULATIONS 19
WHICH USE MOTION-SENSING INPUT DEVICES filed
Mar. 14, 2014, which claims the benefit of and priority to
cach of: U.S. patent application Ser. No. 13/166,166 entitled
PHYSIOLOGICALLY MODULATING VIDEOGAMES
OR SIMULATIONS WHICH USE MOTION-SENSING !>
INPUT DEVICES filed Jun. 22, 2011, which claims the
benefit of and priority to each of U.S. Provisional Patent
Application No. 61/361,084, filed Jul. 2, 2010, and U.S.
application Ser. No. 61/499,733, entitled METHOD AND
SYSTEM FOR PHYSIOLOGICALLY MODULATING <Y
VIDEOGAMES WHICH USE HAND AND BODY
MOTION-SENSING INPUT DEVICES filed Jun. 22, 2011;
and U.S. application Ser. No. 61/781,355, enfitled
METHOD AND SYSTEM FOR PHYSIOLOGICALLY
MODULATING VIDEOGAMES WHICH USE HAND 2
AND BODY MOTION-SENSING INPUT DEVICES filed
Mar. 14, 2013, the entire contents of each of the foregoing
applications being incorporated herein by reference in 1ts
entirety.

30

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

The 1invention described herein was made by employees
of the Government of the United States of America and may 3>
be manufactured and used by or for the Government of the
United States of America for governmental purposes without
the payment of any royalties thereon or therefore.

OVERVIEW 40

The present disclosure generally relates to evaluation of
cognitive states ol a device and/or vehicle operator and more
particularly relates to evaluation of the cognitive state based
on physiological responses of the operator. With increased 45
sophistication in technology, cognitive state of a human
operator has increasingly become an important and fre-
quently limiting factor in the proper performance of many
advanced technology job-related tasks. For instance, atten-
tion-related human performance limiting states (AHPLS), 350
such as channelized attention, diverted attention, inattention,
confirmation biased, and startle (to include surprise), are
significant concerns in saiety critical applications, such as
operation of passenger aircrafts. If an operator 1s in a
performance limiting cognitive state, the likelithood that the 55
operator may make an error increases and system perfor-
mance and safety may degrade.

SUMMARY
60
In one embodiment of the present disclosure, a method 1s
provided for tramning state-classifiers for classification of
cognitive state. A set of multimodal signals indicating physi-
ological responses of an operator are sampled over a time
period. A depiction of operation by the operator during the 65
time period 1s displayed. In response to user mput selecting,
a cognitive state for a portion of the time period, the one or

2

more state-classifiers are trained to map the set of multi-
modal signals to a set of cognitive states. In tramning the
state-classifiers, the set of multimodal signals sampled 1n the
portion of the time period are used as iput to the one or
more state-classifiers and the selected one of the set of
cognitive states 1s used as a target result to be indicated by
the one or more state-classifiers.

In another embodiment of the present disclosure, a system
1s provided. The system includes a set of sensors configured
to provide a set of multimodal signals indicating physiologi-
cal responses of an operator to the stimuli (e.g., visual,
auditory, and/or tactile) 1n a first time period. A processing
circuit 1s configured to train one or more state-classifiers to
map the set of multimodal signals to a set of cognitive states.
The system also includes a display configured to depict
operation by the operator in the first time period. The
processing circuit 1s further configured to, in response to
user iput selecting one of the set of cognitive states and a
portion of the first time period, perform the training of the
one or more state-classifiers using the set of multimodal
signals sampled in the portion of the time period as input to
the one or more state-classifiers and the selected one of the
set ol cognitive states as a target result to be mapped to by
the one or more state-classifiers.

These and other features, advantages, and objects of the
present mnvention will be further understood and appreciated
by those skilled in the art by reference to the following
specification, claims, and appended drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example process for training state-
classifiers to 1dentily cogmitive states of an operator from
physiological responses, in accordance with one or more
embodiments of the present disclosure;

FIG. 2 shows a block diagram of an example system for
state-classifier training and evaluation of cognitive states, 1n
accordance with one or more embodiments of the present
disclosure:

FIG. 3 shows a block diagram of an example system for
state-classifier training and evaluation of cognitive states, 1n
accordance with one or more embodiments of the present
disclosure;

FIG. 4 shows a block diagram of an example system for
state-classifier training and evaluation of cognitive states, 1n
accordance with one or more embodiments of the present
disclosure:

FIG. 5 shows an example display of cognitive state
information for review, in accordance with one or more
embodiments;

FIG. 6 shows another example display for of cognitive
state information for review, 1n accordance with one or more
embodiments;

FIG. 7 shows an example process for classilying cogni-
tive state of an operator, in accordance with one or more
embodiments of the present disclosure;

FIG. 8 shows an example process for controlling opera-
tions based on real time assessment of cogmitive state, in
accordance with one or more embodiments; and

FIG. 9 shows an example process for post-operational
training and analytics, 1 accordance with one or more
embodiments of the present disclosure.

DETAILED DESCRIPTION

Aspects of the present disclosure are directed to devices,
systems, and methods for training state-classifiers for evalu-
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ation of cognitive states of an operator. The disclosed
devices, systems, and methods are thought to be applicable
to a variety of applications, which utilize or are affected by
the cognitive state ol an operator. These and other aspects of
the present disclosure are exemplified 1n a number of
implementations and applications, some of which are shown
in the figures and characterized in the claims section that
follows.

Cognitive state can be a significant factor eflecting efli-
ciency and safety 1n operation of various systems and/or
vehicles. Evaluation of cognitive state, may useful to facili-
tate operator traiming and/or enhance operability for a num-
ber of applications. Cognitive activity 1s associated with
various physiological responses exhibited by an operator.
Cognitive state may be imferred from various sources of
physiological data including, for example, sensors measur-
ing clectroencephalogram (EEG), event-related potentials
(ERP), functional near infrared spectroscopy (INIRS), elec-
trocardiogram (EK(G), heart rate, blood pressure, respiration
rate, skin temperature, galvanic skin response (GSR), elec-
tromyogram (EMG), pupil dilation, eye movement, voice
stress analysis (e.g., based on vocal timbre), and/or facial
feature.

Some previous approaches utilize a single physiological
measure to perform limited cognitive state evaluation. Such
approaches may be useful, for example, to quantify a level
ol cognitive activity or cognitive workload of an operator.
For example, U.S. Pat. No. 5,377,100, 1ssued on Dec. 27,
1994 to Pope et al., and which 1s incorporated herein by
reference 1n its entirety, describes systems and methods for
cvaluating a level of mental engagement 1n a task from an
individual’s EEG index of attention. However, a single type
of physiological response may not be suflicient to distin-
guish between different cognitive states associated with
similar levels of cognitive activity. In one or more embodi-
ments of the present disclosure, cognitive state of an opera-
tor may be determined in real time from analysis of data
and/or signals acquired from multiple different sources of
physiological data. For ease of reference, a set of data and/or
signals acquired from multiple different physiological
sources may be referred to herein as being multimodal. Data
from the individual physiological modalities 1s fused to take
advantage of any synergistic information they provide.
Whereas a single indicator may result 1n a false positive or
negative assessment, use of multiple indicators allows
machine learning techniques and convergent validity to be
leveraged 1n classification of cognitive states.

Evaluation of cognitive state can be challenging as physi-
ological responses of an operator in a particular cognitive
state may vary from person to person. To ensure accurate
classification, state-classifiers may need to be individually
trained for each operator to map the particular physiological
responses of the operator to the set of target cognitive states.
In one or more embodiments, a system 1s configured to
present stimuli to induce various target cognitive states 1n an
operator. While presenting the stimuli, multimodal signals
indicating physiological responses of the operator are
sampled. One or more of the state-classifiers are trained
using, for example, supervised and/or unsupervised traiming,
techniques to map characteristics of the recorded physiologi-
cal responses to the target cognitive state intended to be
introduced by the presented stimuli.

In some embodiments, one or more state-classifiers may
be further refined using review by a human cognitive state
specialist. For instance, the system may be configured to
display operation to a cognitive state specialist for verifica-
tion and/or refinement of state-classifiers. Specialist review
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may be useful, for example, when a target cognitive state
may only be achieved for a small portion of the period in
which stimuli was presented. For instance, an operator may
be required to perform a task for some time before the
operator falls into a channelized attention state. In some
implementations, the system may provide a graphical user
interface (GUI) for display of operation and selection of
correct cognitive state by a cognitive state specialist during
playback. For instance, the GUI may allow a cognitive state
specialist to 1dentily portions of time in which a particular
cognitive state 1s exhibited and/or select the cognitive state
to be indicated by the state-classifier(s) for the identified
period. State-classifiers may then be retrained to more
accurately map the multimodal signals sampled in the 1den-
tified period to the cognitive state selected by the cognitive

state specialist.

Various features are described hereinafter with reference
to the figures. It should be noted that the figures are not
drawn to scale and that the elements of similar structures or
functions are represented by like reference numerals
throughout the figures. It should be noted that the figures are
only intended to facilitate the description of the features.
They are not intended as an exhaustive description of the
claimed invention or as a limitation on the scope of the
claimed invention. In addition, an 1illustrated embodiment
need not have all the aspects or advantages shown. An aspect
or an advantage described in conjunction with a particular
embodiment 1s not necessarily limited to that embodiment
and can be practiced 1n any other embodiments even if not
so 1llustrated.

Turning now to the figures, FIG. 1 shows an example
process for training state-classifiers to identily cognitive
states ol an operator from physiological responses, 1n accor-
dance with one or more embodiments of the present disclo-
sure. For ease of explanation, the illustrated flow includes
several different paths respectively depicted using hashed,
dotted, and solid lines. In different embodiments, the process
may follow different ones of the depicted path paths indi-
vidually or in various combinations. Moreover, 1n different
embodiments, the process may begin along one path for a
first loop and change to one or more different paths in later
loops.

At block 110, stimuli are provided to induce a set of target
cognitive states 1n an operator. The stimuli may be provided,
for example, by simulated or actual operation of an aviation
system by the operator. Additionally or alternatively, stimuli
may 1include performance of various tasks. For example,
videogames may be used to induce various cognitive states
in a player. For instance, a game involving continuous
repetitive gameplay (e.g., TETRIS) may be used 1n some
embodiments to induce a channelized attention state. In
some embodiments, the stimuli may induce various cogni-
tive states by playing a video for the operator. For example,
an immersive movie having a pilot protagonist who encoun-
ters a sudden emergency may be used to cause an observer
to sympathetically exhibit a startle state. As another
example, a movie may be filmed from the point of view of
a pilot. Roleplay may also be used by the observer to make
a movie more immersive. For mstance, the observer may be
istructed to verbally respond to other characters (e.g., a
co-pilot) 1n the movie. Alternatively or additionally, an actor
in another room may provide ad-lib voice-over dialog for
another character in the movie to make interactions more
natural. Various other forms of stimulation may additionally
or alternatively be used, alone or in combination, to induce
different cognitive states.
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At block 112, a set of multimodal signals measuring
physiological responses of the operator are sampled for a
period of time while providing the stimul1 at block 110. The
multimodal signals indicate physiological responses of the
operator to the stimuli. Optionally, at block 114, state-
classifiers may be initially tramned to map physiological
responses 1ndicated by the sampled multimodal signals to
the set of target cognitive states. Training may be performed,
for example, using automated supervisory-type machine
learning algorithms. Depending on the implementation, the
training processes may be repeated by looping back to block
110 (as 1llustrated by the dashed line) to sample multimodal
signals for additional stimuli and further tramning at block
114. Alternatively, a set of state-classifiers may be pro-
gramed to a default configuration and used without any
initial training at block 114. A default configuration of the
state-classifiers may be generated, for example, based on
average settings of a plurality of state-classifiers trained for
a sample group. Following or in lieu of mitial training at
block 114, the process proceeds to block 116. At block 116,
default, partially-trained, or fully-trained state-classifiers
may be used to determine cognitive state(s) of the operator
in the sample period based on a sampled set of multimodal
signals. In some embodiments, the process may skip clas-
sification at block 116 until training of state-classifiers 1s
completed.

In this example, a depiction of operation during the
sample period 1s displayed at block 118. Operation may be
depicted differently 1n various embodiments. For instance, 1in
some embodiments, operation may be depicted using actual
video ol the operator or operating environment during
simulation or operation (e.g., using internal and/or external
vehicle cameras). Alternatively or additionally, the display
may depict vehicle controls, gauges, and/or operator imnputs
during operation in the sample period. In some embodi-
ments, the process may additionally or alternatively show
values of the multimodal signals and/or cogmitive state
probabilities determined by the classification performed at
block 116. Display of the determined probabilities may be
useful, for example, for quickly evaluating correctness/
confidence level of the cognitive-state classification.

As previously described above, 1n some embodiments, the
display of the operation may be used for review and/or more
accurate classification by a classification specialist. This
approach may be particularly helpful where an operator
achieves the target cognitive state during a small portion of
the period in which stimuli for a particular cognitive state 1s
provided. In review of operation, the specialist may identify
the portion of the time 1n which the operator was in
particular target cognitive states. If a cognitive state 1s
selected by a specialist, the process proceeds to block 120.
At block 120, traiming of one or more state-classifiers 1s
continued to more accurately map the set of multimodal
signals sampled at block 112 to the correct cognitive states,
as revised by the cognitive state selection following block
118. After completing training at block 120, the process may
loop back to block 110, where the process may be continued,
for example, using a different set of stimuli.

In some embodiments, operation may be displayed at
block 118 without specialist guided training at block 120.
For instance, as depicted by the dotted line path in FIG. 1,
the process may loop from block 118 to block 110, where the
process may be continued, for example, using a diflerent set
of stimuli. This arrangement may be useful, for example, to
display cognitive state determinations to help self-guide an
operator to a particular target cognitive state for acquisition
of multimodal signal data. The display of cognitive state
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determinations may additionally or alternatively be usetul to
facilitate evaluation and/or instruction of operators during
training. For instance, a flight school instructor may utilize
the cognitive state to ensure that a student pilot acts appro-
priately when a certain cognitive state 1s encountered. Simi-
lar to teaching pilots to recognize symptoms ol hypoxia or
fatigue and respond appropriately, cognitive state determi-
nation may be used to train pilots to quickly recover from a
performance limiting cognitive state (e.g., channelized
attention state). The multimodal signal data may be used for
analysis and/or guided training by a cognitive state specialist
at a later time, for example, to refine training of the state-
classifiers.

It 1s recognized that for some applications, the processes
may be performed at different locations or times. In some
embodiments, the entire process for training state-classifiers
may be performed at a single location (e.g., a traiming
facility). In some other embodiments, sampling of multi-
modal signals may be performed at a first location and
display of operation, selection of a correct cognitive state by
a specialist, and/or further training may be performed at a
second location. For example, in some embodiments an
aircraft may include a first system configured to record
multimodal signals and video of an operator during flight. At
a second location, a second system may be used to review
recorded data and identily cognitive states, as previously
described. The recorded data and 1dentified cognitive states
may be used for training and/or retraiming of state-classifiers
on either the second system or an additional third system.

FIG. 2 shows a block diagram of an example system that
may be used for classifier training and/or evaluation of
cognitive states, 1n accordance with one or more embodi-
ments ol the present disclosure. As previously described,
evaluation of cognitive state of an operator 1s based on an
analysis of multimodal signals, which indicate physiological
responses ol an operator, using one or more state-classifiers.
The system 200 includes a number of physiological sensors
210 configured to measure physiological information from
an operator. In different embodiments, the physiological
sensors 210 may perform a wide variety of diflerent physi-
ological measurements including, for example, electroen-
cephalogram (EEG), event-related potentials (ERP), tunc-
tional near infrared spectroscopy (INIRS),
clectrocardiogram (EKG), heart rate, blood pressure, respi-
ration rate, skin temperature, galvanic skin response (GSR),
clectromyogram (EMG), pupil dilation, eye movement,
volice stress analysis (e.g., based on vocal timbre), and/or
facial feature. Industry-standard methods and devices for
measuring these physiological signals may be used as the
physiological sensors 210, imncluding but not limited to an
clectroencephalograph, an electrocardiograph, a thermom-
cter, a galvanic skin response device, cardiotachometer,
respiration monitor, an electromyogram, imaging device
and/or a microphone.

The multimodal signals produced by physiological sen-
sors 210 are sampled by sampling circuit 220. The sampling
circuit may be implemented using, for example, one or more
analog to digital converters (ADCs) configured to quantize
samples of analog signals provided by the physiological
sensors 210 to produce a set of digital signals. In some
implementations, the sampling circuit 220 may include
various other circuits for processing the analog and/or digital
signals. Such processing may include, for example, ampli-
fication of signals and/or conditioning of the signals to
remove noise artifacts.

Signals sampled by the sampling circuit 220 are provided
to a processing circuit 230 for evaluation. In this example,
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the sampled multimodal signals are provided directly to the
processing circuit 230. Alternatively, the sampling circuit
may store the sampled multimodal signals (e.g., 1n data
storage 240) for later retrieval by the processing circuit 230.
The processing circuit may be configured to implement one
or more processes 250 for evaluation of the multimodal
signals. In this example, the processes 250 include a process
252 for training of state-classifiers (e.g., stored in data
storage 240) based on a set of sampled multimodal signals
(e.g., using supervised and/or unsupervised learning tech-
niques). The processes 250 1 this example also include a
process 254 for replay/display of operation and/or selection
ol a correct cognitive state. As described with reference to
FIG. 1, a specialist may review and select a correct cognitive
state determination to be used for further training of state-
classifiers.

In thus example, the processes 2350 further include a
process 256 for evaluating cognitive state using the trained
state-classifier(s) and the multimodal signals sampled by
sampling circuit 220. The process 256 may be implemented
differently in various embodiments depending on how state-
classifier(s) are implemented. In some 1implementations, the
process 256 may receive, bufler, and mput sampled multi-
modal data to a single state-classifier and store output data
in data storage 240. In some other implementations, the
process 256 may receive, bufler, and input sampled multi-
modal data to a plurality of different state-classifiers and
make a cognitive state determination based on a comparison
of data output from the state-classifiers. For example, 1n one
or more applications, the system may utilize a respective
state-classifier for evaluation of each cognitive state. The
classifiers may indicate respective probabilities that the
operator 1s 1n the different cognitive states. The process 256
may then make a cognitive state determination based on the
determined probabilities.

In some embodiments, the processing circuit 230 may
also be configured to implement a process 258 configured to
monitor the cognitive state determination and trigger various
actions in response to the determined cognitive state. For
instance, 1n some applications the process 258 may trigger
various actions in response to the cognitive state and/or
multimodal signals satisifying a set of criteria. The criternia
and actions to be performed may be specified for example 1n
a settings file stored in the data storage 240. As an illustrative
example, the process 258 may be configured to generate an
audible alert 1n response to an operator exhibiting a perfor-
mance limiting state (e.g., an iattentive or channelized
state).

As another example, the process 258 may be configured
to evaluate confidence 1n the cognitive state determination
and trigger retraining of the state-classifiers (e.g., by process
252) 1n response to the confidence level being less than a
threshold value. Additionally or alternatively, state-classifi-
ers may be adjusted on the fly to compensate for differences
In responsiveness or accuracy oi different sensors (e.g.,
difference between sensors used for training and sensors 1n
vehicle being operated). For instance, multimodal signals
sampled 1 a baseline cognitive state may be used to
recalibrate sensors to match a set of averages values for the
operator.

As another example, the process 258 may trigger provid-
ing an alert or displaying particular information (e.g., to an
instructor during a training session). Such information may
include, for example, sampled multimodal signals, cognitive
state probabilities, and/or data metrics summarizing analysis
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thereof. Such information may be usetul, for example, to aid
in assessment of tramning performance and providing of
instructional feedback.

As vyet another example, the process 258 may adjust a
training program of a simulator based on the cognitive state
determinations. For istance, in some implementations, the
process 258 may prompt a simulator to provide cognitive-
state based feedback to an operator. Such feedback may help
to train an operator to recognize when they have entered a
performance limiting cognitive state. Additionally or alter-
natively, the process 258 may prompt the simulator to
provide positive reimnforcement when good cognitive states
are observed. For instance, the simulator may be prompted
to provide a reward (e.g., reduced simulation time) in
response to the operator recovering {from a performance
limiting cognitive state or in response to the operator main-
tamning an eflective cognitive state for a requisite time
period.

In some embodiments, the system 200 may provide an
interface for an authorized user (e.g., an instructor), to
dynamically adjust criteria and/or actions triggered by pro-
cess 238 during operation. For example, the system may be
configured to enable triggering of a particular action 1n
response to a first user mput (e.g., from the nstructor) and
disable triggering of the action in response to a second user
input. As an illustrative example, the system 200 may be
configured to allow an instructor to enable/disable auto-
mated feedback provided to a trainee operator by process
2358. For instance, the system 200 may be configured to an
instructor may wish to disable automated feedback and
provide verbal feedback 1n a first time period (e.g., while the
instructor 1s physically present). At a later time, the mstruc-
tor may leave to check on a second trainee operator. At
which time, the instructor may enable triggering of auto-
mated feedback to the first trainee operator by the process
258. Furthermore, the instructor may wish to customize
automated feedback provided to each trainee operator based
on 1m-person observations.

In different embodiments, the processes may be imple-
mented using various technologies including, for example,
by software running on a general purpose processor, dedi-
cated hardware application specific integrated circuits
(ASICs), or by programmable integrated circuits (e.g., field
programmable gate arrays) having programmable circuits
configured to form circuits for performing the process.
Moreover, the processing circuit may be configured to
implement one or more of the processes 252, 254, 256, or
258 individually or in various combinations. Where the
processing circuit 1s configured to implement multiple ones
of the processes, the respective processes may be performed
by separate sub-circuits within the processing circuit, or by
one or more shared circuits within the processing circuit.

Depending on the application, in some embodiments, the
system 200 may include various hardware or software
components 1n addition to those depicted in FIG. 2. For
example, at a training location the system may include a
simulator or display configured to provide stimuli to induce
various target cogmitive states 1n the operator. Conversely, in
some embodiments, the system 200 may omit one or more
components shown in FIG. 2. For example, 1n some embodi-
ments, multimodal signals may be sampled by a system at a
first location and communicated to a different system at a
second location for processing. At the second location, the
system would not require a sensors 210 or sampling circuit
220.

FIG. 3 shows a block diagram illustrating data flow 1n an
example system for state-classifier training and evaluation of
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cognitive states, 1n accordance with one or more embodi-
ments of the present disclosure. The system 300 includes a
circuit 310 configured to perform a process (e.g., 256) for
evaluation of sampled physiological signals. Using one or
more state-classifiers 324, stored in a data storage circuit
320, the circuit 310 determines a cognitive state of the
operator. In this example, the data storage circuit 320 also
stores records 322 of the physiological signals and deter-
mined cognitive states. In some embodiments, the data
storage circuit 320 may also store recordings (not shown 1n
FIG. 3) of operation from the time period in which the
physiological signals where sampled.

In this example, the records of the multimodal signals,
cognitive states determinations, and/or recordings of opera-
tion are provided to a circuit 330 configured to provide a
GUI for replaying a depiction of operation for review by a
cognitive state specialist. Via the GUI, the specialist may
select and/or adjust cognitive state determination for refined
training of the state-classifiers 324.

The records 322 may be retrieved from data storage 320
for training of the state-classifiers 324 by a training circuit
340. As previously described, the training process configures
state-classifiers 324 to more accurately map the physiologi-
cal signals to the correct cogmitive state. If the cognitive state
determined by evaluation circuit 310 does not match the
correct cognitive state, the training circuit adjusts the state-
classifiers to improve the mappings. In some 1implementa-
tions, the correct cognitive state may be provided by a
simulation device that provided stimuli to imnduce a target
cognitive state. Alternatively or additionally, the correct
cognitive state may be selected by a review specialist via the
graphical user interface 330.

The adjustment to state-classifiers 324 may be performed
using various processes known in the art for algorithmic
training. As one example process, the adjustment may be
performed using an evolutionary algorithmic approach in
which a number of small adjustments are performed and
compared to the original. Adjustments may be pseudo-
random or may be selected according to a predetermined
process. In a neural-network-based classifier, for example,
the adjustment may change weighting or connections of one
or more neural nets connected to an output for the correct
cognitive state. The adjusted classifiers are then evaluated by
processing a set of test data and the performance 1s com-
pared to that of the original classifier. If one of the adjusted
classifiers provides better mapping, it 1s used to replace the
original classifier 1n the data storage 320 and 1s used going
forward.

FI1G. 4 shows a block diagram of another example system
for classifier training and evaluation of cognitive states, 1n
accordance with one or more embodiments of the present
disclosure. The system 400 includes a number of compo-
nents similar to those shown 1n FIG. 3. For ease of expla-

nation, similar components are depicted using the labels
from FIG. 3. In addition to the components 310, 320, 320,

322, 324 and 340 described with reference to FIG. 3, the
system 400 includes a monitor circuit 410 configured to
monitor cognitive states determined by the evaluation circuit
310. Additionally or alternatively, the monitor circuit 410
may be configured to momnitor the physiological signals
provided to the evaluation circuit 310. As described with
reference to process 258 1n FIG. 2, 1n some embodiments,
the monitor circuit 410 may be configured to trigger various
actions 1n response to the multimodal signals and/or deter-
mined cognitive states satisfying a set of criteria 420 stored
in the data storage 320.
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A particular set of criteria and/or resulting actions may be
applied to: an individual operator or machine/vehicle; one or
more groups ol particular operators, machines, and/or
vehicles; and/or operators, machines, and/or vehicles com-
pany/fleet wide. For example, a first set of actions and
triggers may be applied to all operators and a second set of
actions and triggers may be applied to only a subset of the
operators (e.g., operators 1n training). In this manner, criteria
and/or triggered actions can be more specifically tailored for
particular applications.

In some embodiments, one or more sets of criteria and/or
triggered actions may be hard-coded by the manufacturer
and stored 1n a non-volatile data storage. Additionally or
alternatively, one or more one or more sets of criteria and/or
triggered actions may be customized by an operator or other
authorized user (e.g., instructor or supervisor). In some
implementations, the GUI provided by circuit 330 may
include an interface for customization of criteria and/or
actions to be triggered. Additionally or alternatively, 1n some
implementations, a system may provide a web accessible
interface for configuration of criteria and/or triggered
actions by an authorized user.

FIG. 5 shows an example display of cognitive state
information for review, in accordance with one or more
embodiments. In this example, the display includes a num-
ber of gauges 510, 530, 532, and 534 indicating respective
probabilities that an operator 1s currently exhibiting different
cognitive states 1including, e.g., channelized attention,
diverted attention, confirmation bias, and startle/surprise. In
this example, the display also 111c1udes a graph 540 showing
the determined probabilities for channelized attention
(C.A.), diverted attention (D.A.), confirmation bias (C.B.),
and startle/surprise (S.S.) over time.

In some embodiments, the display may be included in an
interactive GUI. The GUI may allow, for example, for a user
to select one of the gauges to get additional information. In
this example, the gauge 510 for channelized attention state
1s selected and 1s displayed in a slightly larger window, 1n
comparison to the gauges 530, 532, 534 for the other
cognitive states. Additional information on the selected state
1s displayed in window 520. The additional information may
include, for example, a description of the cognitive state.

In some embodiments, the window 520 may additionally
or alternatively display some analytic data regarding the
cognitive state. For example, the window 520 may display
average probability of the selected cognitive state, average
peak probability value of the selected cognitive state, fre-
quency with which the selected cognitive state 1s exhibited,
average duration 1n which the cogmitive state 1s exhibited.
Analytic data may be derived from previous recorded opera-
tion by the operator and/or other operators. Generation of
analytics data 1s described 1n more detail with reference to
FIG. 9.

In various embodiments, the display may omit various
information shown mn FIG. 5 or may include additional
information. For example, the display may include more or
fewer cognitive states than those shown i FIG. 5. As
another example, 1n some embodiments, the display may
include video of the operator and/or operation environment.
In some embodiments, the display may include one or more
GUI components (e.g., buttons, checkboxes, drop-down
menus, sliders, text fields, etc.) that may be used to select/
modily the i1tems displayed. As an illustrative example, a
cognitive state specialist may wish to mitially review opera-
tion without display of probabilities so his/her decision 1s
not influenced by the determination of the state-classifiers.
After making a cognitive state determination, the specialist
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may then wish to display the probabilities to evaluate
accuracy of the current state-classifiers for the operator (e.g.,
via comparison with specialist’s cognitive state determina-
tions).

In some embodiments, the display may additionally or
alternatively include one or more GUI components (not
shown 1n FIG. 3) for control of playback and/or selection
cognitive state for a particular time period (e.g., by a
specialist). In some 1mplementations, a selection of cogni-
tive state by the specialist via the GUI components may
prompt a system to imtiate a process for retraining one or
more state-classifiers of the operator to more accurately map
the multimodal signals sampled for the relevant time period
to the cognitive state selected by the specialist.

FIG. 6 shows another example display of cognitive state
information that may be used for specialist review, 1n
accordance with one or more embodiments. In this example,
the display includes respective graphs for 9 diflerent time
periods of operation. Similar to the graph 540 shown in FIG.
5, the graphs display respective probabilities for four cog-
nitive states: channelized attention (C.A.), diverted attention
(D.A.), confirmation bias (C.B.), and startle/surprise (S.S.)
In each time period, the stimuli may have been presented to
induce a different target cognitive state. This layout may be
particularly useful, for example, for quick evaluation of
operator responses to particular events of interest presented
in a tramning siumulation.

FIG. 7 shows an example process for classitying cogni-
tive state of an operator, in accordance with one or more
embodiments of the present disclosure. At block 710, analog
multimodal signals from sensors are converted to digital
time series (€.g., using a sampling circuit). At block 720, the
digital time series are synchronized in the time domain. One
or more time series may be processed at block 730 to remove
noise and derive mputs for state-classifiers.

In different embodiments, the state-classifiers may be
implemented using various logic structures to map multi-
modal signals to cognitive states. Some example logic
structures that may be utilized include, but are not limited to,
neural networks, evolutionary/genetic algorithms, static pre-
programed functions, look up tables, or various combina-
tions thereof. In some embodiments, classification may be
performed by a plurality of state-classifiers arranged in a
hierarchy having a plurality of levels. For example, a first set
of state-classifiers may be each configured to output a
probability that a respective cognitive state 1s being exhib-
ited by an operator. A second set of classifiers may receive
and evaluate the probabilities from the first set of state-
classifiers, and/or other data sources, to determine the most
likely cognitive state being exhibited. In this example,
respective probabilities of being 1n each cognitive state 1s
determined using one or more state-classifiers at block 740.

Optionally, an operation scenario may be identified at
block 750 using a scenario classifier. For instance, based on
recorded ftlight data of an aircrait (e.g. recorded by a black
box), 1t may be possible to identify certain flight scenarios
(e.g., takeofl, landing, equipment failure, etc.). Knowledge
ol the operation scenario may assist a state-classifier in more
accurately determiming cognitive state. As an illustrative
example, 1t may be typical for a pilot to exhibit a higher heart
rate during landing in comparison to flight at cruising
altitude. Accordingly, a state-classifier may be trained to
require a higher heart rate to classily an operator as being
startled when 1n a landing scenario.

At block 760, the cognitive state ol an operator 1s deter-
mined based on the determined probabilities and/or deter-
mined scenarios. As previously described, the cognitive state
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determination may be performed using one or more addi-
tional state-classifiers. For instance, one or more additional
state-classifiers may adjust probabilities determined at block
740 (e.g., based on phase of operation). The additional
state-classifiers may determine the most likely cognitive
state based on the adjusted probabilities.

FIG. 8 shows an example process for real time assessment
of cognitive state, 1n accordance with one or more embodi-
ments. At block 810, a set of trained state-classifiers for the
operator 1s loaded. Optionally, a set of action criteria specific
to the operator and/or operation may also be loaded. During
operation, a set of multimodal signals measuring physiologi-
cal responses of the operator are sample at block 820. At
block 830, probabilities of the operator being 1n the respec-
tive cognitive states are determined using the trained state-
classifiers. If action criteria are loaded, at decision block
840, the process continues to decision block 850. Otherwise,
the process continues to decision block 870. If probabilities,
multimodal signals, and/or other inputs do not satisty the
loaded action criteria, at decision block 850, the process
continues to decision block 870. Otherwise, the process
continues to block 860. At block 860, an action specified for
the satisfied action criteria 1s performed. As previously
described, the process may perform various actions 1in
response to the multimodal signals and/or determined cog-
nitive states satisiying a set of criteria. While operation
continues, the process 1s directed from decision block 870
back to block 820 and the process 1s repeated. Once opera-
tion 1s concluded, the process optionally continues from
decision block 870 to block 880. At block 880, the trained
state-classifiers are retrained using the captured set of sig-
nals (e.g., using review by specialist). The retrained state-
classifiers may then be used to provide improved classifi-
cation next time cogmtive state-classifiers are loaded (e.g.,
next training session or flight).

FIG. 9 shows an example process for post-operational
training and analytics, 1 accordance with one or more
embodiments of the present disclosure. At block 910,
records of multimodal signals input to classifiers and outputs
from classifiers are retrieved and/or received. Records may
be uploaded to a centralized system, for example, automati-
cally 1n real time and/or after operation has completed. At
block 920, the received records are stored 1n a database. At
block 930, cognitive state and/or multimodal signals in the
record are evaluated to i1dentify operation concerns and/or
determine classifier performance for the individual record.
Different embodiments may employ various processes for
evaluation of the cognitive state and/or multimodal signals
at block 930.

Block 960 shows an example process that may be used for
the evaluation at block 930 1n one or more embodiments. At
block 962, the multimodal signals in the record are com-
pared to those 1n a baseline record for the operator to identify
physiological response drift. Drift may occur as an operator
becomes desensitized to certain stimuli and/or situations.
For example, the average heartrate exhibited by a pilot 1n
training may decrease as the pilot becomes more experi-
enced and operation becomes more routine. If drift is
identified, decision block 964 directs the process to block
966, where the baseline record 1s updated to account for the
drift and/or retraining of state-classifiers 1s rescheduled.

Following block 966 or if drift 1s not identified, the
process proceeds to block 968. At block 968, a confidence
level of the cognitive state determination 1s determined. In
some 1mplementations, confidence level may be quantified
by the difference between the highest two probabilities for
the cognitive states. For example, difference greater than
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50% may 1ndicate a high level of confidence in the deter-
mined cognitive state. Conversely, a 5% diflerence may
indicate a low level of confidence in the determined cogni-
tive state. If the confidence level 1s below a threshold level,
the process 1s directed from decision block 970 to block 972.
At block 972, the process schedules expert review of the
record and/or retraining of the state-classifier(s).

Following block 972 or if confidence 1s above the thresh-
old, the process proceeds to block 974. At block 974, the
record 1s evaluated for one or more operation concerns.
Operation concerns may 1include, for example, impaired
operation or long periods of operating in a performance
limiting state. If operation concern 1s detected, the process 1s
directed from decision block 976 to block 978. At block 978,
the record 1s flagged for review by an instructor and/or
SUPEIrvisor.

In this example, after evaluating the cognitive state and/or
multimodal signals at block 930, data analytics are per-
formed on the data base records at block 940. In various
embodiments, the data analytics may be performed, for
example, to i1dentily commonalities, deviations, and/or
trends, across multiple operators, vehicles, routes, etc. For
example, analytics may compare cognitive state of several
pilots to 1dentity contributing factors linked to high rates of
performance limiting cognitive states. For instance, it may
be shown that pilots exhibit higher rates of performance
limiting cognitive states when flying a particular type of
plane or operating 1n a particular cockpit layout. Further-
more, records gathered from simulation using a new cockpit
layout may be used to provide comparative evaluation of the
layout prior to manufacture—thereby allowing changes to
be made earlier 1n the design process.

As another example, the analytics may be used to improve
training of state-classifiers. For instance, data from a training,
simulations may be aggregated from a large number of
operators to determine default/initial state-classifier(s) that
most closely match responses from all of the operators.
Using the determined default/initial state-classifier(s), state-
classifiers for new operators may be tramned more quickly.

As another example, 1n some embodiments analytics may
be used to aid 1n unsupervised training of state-classifiers.
For instance, existing analytics data may be used to estimate
correct cognitive state classification for unsupervised train-
ing of operators. For instance, a record of multimodal
signals of a first operator having an unknown cognitive state
may be compared to other records to find a similar set of
multimodal signals. The similar set of multimodal signals
may have been exhibited, for example, by the operator 1n a
previous training session or by a second operator. The
corresponding cognitive state of the second operator may be
used as the correct cognitive state for tramning state-
classifier(s) of the first operator. In this manner, unsuper-
vised training may be performed. Analytics may be com-
bined with various supervised and/or unsupervised training,
techniques known 1n the art to improve tramning of state-
classifiers.

In some embodiments, one or more sets of criteria, similar
to that described with reference to FIGS. 2 and 4, may be
used to trigger actions in response to the post-operation
evaluation process performed 1 block 930 and/or 1n the
analytics process performed at block 940.

The disclosed devices, systems, and methods are thought
to be applicable to a varniety of applications, which utilize or
are allected by cognitive state of an operator. While many of
the examples are described in the context of aircrait opera-
tion, the embodiments are not so limited. For example, the
embodiments may be adapted for use for training, assis-
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tance, and/or monitoring of operators of various other
vehicles including for example trains, trucks, and/or auto-
mobiles. For instance, several embodiments are thought to
be particularly applicable to enhance safety in the operation
of automobiles. For example, an 1in-vehicle system could be
configured to evaluate cognitive state of a driver 1n real time
and provide an audible alert 1 the operator exhibits an
inattentive cognitive state. As another example, the 1n-
vehicle system could be configured to engage an autono-
mous driving system, pull the vehicle over, and/or call
emergency services in response to a driver becoming unre-
sponsive. As another example, parents could configure an
in-vehicle system to remove distractions (e.g., turn oif the
stereo) 1n response to a young driver exhibiting a distracted
state. As yet another example, the in-vehicle system could be
configured to prevent operation of the automobile 1n
response to the driver being in a cognitive state indicative of
the operator being under the influence of alcohol. Addition-
ally or alternatively, the in-vehicle system could be config-
ured to provide an alert to a supervisor or parent in response
to the driver exhibiting a cognitive state that may be of
concern. Alerts may be provided using various different
types ol messages mncluding, for example, SMS text mes-
sages, emails, voice recordings, instant messengers, and/or
social network messaging services.

In one or more embodiments, the disclosed methods and
systems may be adapted to improve human-computer inter-
faces 1n various systems using cognitive state determina-
tions. As one example application, the disclosed embodi-
ments may be adapted to provide adapt videogame control
and/or play based on cognitive state of a player. Example
systems and methods for manipulating operation of videog-
ames based on a physiological measure of a user are
described 1n U.S. application Ser. No. 14/212,139 entitled
PHYSIOLOGICALLY MODULATING VIDEOGAMES
OR SIMULATIONS WHICH USE MOTION-SENSING
INPUT DEVICES filed Mar. 14, 2014 and U.S. application
Ser. No. 13/836,609 entitled METHOD AND SYSTEM
FOR PHYSIOLOGICALLY MODULATING VIDEOG-
AMES AND SIMULATIONS WHICH USE GESTURE
AND BODY IMAGE SENSING CONTROL INPUT
DEVICES filed Mar. 15, 2013, the entire contents of which
being incorporated herem by reference 1n their entirety.
Using the methods and/or systems disclosed herein, the
methods and/or systems of U.S. application Ser. Nos.
14/212,159 and 13/836,609 may be adapted to adjust control
and/or gameplay according to a plurality of different cog-
nitive states that may be exhibited by a user.

Various blocks, modules or other circuits may be imple-
mented to carry out one or more of the operations and
activities described herein and/or shown 1n the figures. In
these contexts, a “block™ (also sometimes “logic circuitry”™
or “module’) 1s a circuit that carries out one or more of these
or related operations/activities (e.g., a data server, a VolP
server, or a processing circuit). For example, 1n certain of the
above-discussed embodiments, one or more modules are
discrete logic circuits or programmable logic circuits con-
figured and arranged for implementing these operations/
activities, as 1n the blocks shown in FIGS. 2-4. In certain
embodiments, such a programmable circuit 1s one or more
computer circuits programmed to execute a set (or sets) of
instructions (and/or configuration data). The instructions
(and/or configuration data) can be in the form of firmware or
soltware stored 1n and accessible from a memory (circuit).
As an example, first and second modules include a combi-
nation of a CPU hardware-based circuit and a set of instruc-
tions 1n the form of firmware, where the first module
includes a first CPU hardware circuit with one set of
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instructions and the second module includes a second CPU
hardware circuit with another set of instructions. Certain
embodiments are directed to a computer program product
(c.g., nonvolatile memory device), which 1ncludes a
machine or computer-readable medium having stored
thereon 1nstructions which may be executed by a computer
(or other electronic device) to perform these operations/
activities.

It will be readily understood that the components of
various embodiments of the present disclosure, as generally
described and illustrated in the figures herein, may be
arranged and designed in a wide variety of different con-
figurations. Thus, the detailed description of the embodi-
ments of the present disclosure, as represented 1n the figures,
1s not intended to limit the scope of the mnvention as claimed,
but 1s merely representative of selected embodiments of the
present disclosure.

The features, structures, or characteristics described
throughout this specification may be combined in any suit-
able manner in one or more embodiments. For example,
reference throughout this specification to “certain embodi-
ments,” “some embodiments,” or similar language means
that a particular feature, structure, or characteristic described
in connection with the embodiment 1s included 1n at least
one embodiment of the present disclosure. Thus, appear-
ances ol the phrases “in certain embodiments,” “in some
embodiments,” “in other embodiments,” or similar language
throughout this specification do not necessarily all refer to
the same group of embodiments.

It should be noted that reference throughout this specifi-
cation to features, advantages, or similar language does not
imply that all of the features and advantages that may be
realized with the present disclosure should be or are 1n any
single embodiment. Rather, language referring to the fea-
tures and advantages 1s understood to mean that a specific
teature, advantage, or characteristic described in connection
with an embodiment 1s imncluded 1n at least one embodiment
of the present disclosure. Thus, discussion of the features
and advantages, and similar language, throughout this speci-
fication may, but do not necessarily, refer to the same
embodiment.

Furthermore, the described features, advantages, and/or
characteristics may be combined 1n any suitable manner 1n
one or more embodiments. For example, although aspects
and features may 1n some cases be described in individual
figures, 1t will be appreciated that features from one figure
can be combined with features of another figure even though
the combination 1s not explicitly shown or explicitly
described as a combination. Moreover, one skilled in the
relevant art will recognize that the invention can be prac-
ticed without one or more of the specific features or advan-
tages of a particular embodiment illustrated in the figures or
described herein. In other instances, additional features and
advantages may be recognized 1n certain embodiments that
may not be present in all embodiments of the present
disclosure.

One having ordinary skill in the art will readily under-
stand that the embodiments as discussed above may be
practiced with steps 1n a different order, and/or with hard-
ware elements 1n configurations which are different than
those which are disclosed. Theretfore, although the invention
has been described based upon these preferred embodi-
ments, 1t would be apparent to those of skill 1in the art that
certain modifications, variations, and alternative construc-
tions would be apparent, while remaining within the spirit
and scope of the invention. It 1s mntended that the specifi-
cation and 1illustrated embodiments be considered as
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examples only, with a true scope of the invention being
indicated by the following claims.

What 15 claimed 1s:

1. A system, comprising;

a set of sensors configured to provide a set of multimodal
signals indicating physiological responses of an opera-
tor, of a vehicle or device, to stimuli 1n a first time
period;

a processing circuit configured to tramn one or more
state-classifiers to map the set of multimodal signals to
a set of cognitive states; and

a display configured to depict operation of the vehicle or
device by the operator in the first time period;

a data storage circuit coupled to the processing circuit and
configured to store the one or more state-classifiers;

a second processing circuit coupled to the data storage
and configured to determine a cognitive state of an
operator using the one or more state-classifiers and the
set of multimodal signals as input to the one or more
state-classifiers:

a third processing circuit configured to perform an action
specified 1n a settings file, stored 1n the data storage, 1n
response to the determined cognitive state of the opera-
tor satisiying a set of criteria specified in the settings
file;

wherein the action specified 1n the settings file includes at
least one of a set of actions including adjusting opera-
tion of the vehicle or device, providing an alert to the
operator, and sending an alert message; and

wherein the processing circuit 1s further configured to, 1n
response to user imput selecting one of the set of
cognitive states and a portion of the first time period,
perform the training of the one or more state-classifiers
using the set of multimodal signals sampled 1n the
portion of the time period as mput to the one or more
state-classifiers and the selected one of the set of
cognitive states as a target result to be mapped to by the
one or more state-classifiers.

2. The system of claim 1, further comprising a second
display configured to provide the stimuli configured to
induce a set of cognitive states in the operator.

3. The system of claim 1, further comprising a circuit
coupled to the set of sensors and configured to sample
outputs of the set of sensors to produce the set of multimodal
signals.

4. The system of claim 1, wherein the display 1s config-
ured to provide a graphical user interface for selection of the
portion of the time period and selection of the one of the set
of cogmitive states.

5. The system of claim 1, wherein the third processing
circuit 1s configured to:

determine a level of confidence 1n the cognitive state
determined by second processing circuit; and

in response to the level of confidence being less than a
threshold level specified 1n the set of criteria, cause the
first-mentioned processing circuit to retrain the one or
more state-classifiers.

6. The system of claim 1, wherein

in response to a {irst user input, the third processing circuit
1s configured to provide automated feedback to the
operator in further response to the determined cognitive
state ol the operator being a performance limiting
cognitive state; and

in response to a second user input, the third processing
circuit 1s configured to disable the automated feedback
to the operator.
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7. The system of claim 1, wherein the third processing
circuit 1s configured to trigger an audible alert or engage an
autonomous driving system of the vehicle in response to the
determined cognitive state of the operator indicating the
operator 1s 1n an 1nattentive or unresponsive cognitive state.

8. A method, comprising:

sampling a set of multimodal signals indicating physi-

ological responses of an operator of a vehicle or device
over a time period;

retrieving one or more state-classifiers from a data stor-

age, wherein the one or more state-classifiers are con-
figured to map the set of multimodal signals to a set of
cognitive states;

determining respective probabilities of the operator being

in the set of cognitive states using the sampled set of
multimodal signals as input to the one or more state-
classifiers; and

in response to the determined respective probabilities

satisfying a set of criteria stored 1n a settings file
performing one or more of a set of actions including
adjusting operation of the vehicle or device, providing
an alert to the operator, or sending an alert message.

9. The method of claim 8, wherein the performing of one
or more of the set of actions provides an audible alert to the
operator or engages an autonomous driving system of the
vehicle and 1s performed in response to the determined
respective probabilities indicating the operator 1s 1n an
inattentive or unresponsive cognitive state.

10. The method of claim 8, wherein the performing of one
or more of the set of actions prevents operation of the
vehicle and 1s performed in response to the determined
respective probabilities indicating the operator 1s 1n a cog-
nitive state indicative of the operator being under an 1ntlu-
ence of alcohol.

11. The method of claim 8, wherein the performing of one
or more of the set of actions disables a radio or stereo system
and 1s performed in response to the determined respective
probabilities indicating the operator 1s in an inattentive
cognitive state.

12. The method of claim 8, wherein the performing of one
or more of the set of actions sends an alert message 1n
response to the determined respective probabilities indicat-
ing the operator 1s 1n a particular cognitive state specified 1n
the settings file.

13. A method, comprising:

providing a simulation environment including wvisual,

audible, or tactile stimuli, or a combination thereof,
configured to induce a target cogmitive state 1n an
operator; sampling a set of multimodal signals 1ndicat-
ing physiological responses of the operator of a vehicle
or device over a lime period;

retrieving one or more state-classifiers from a data stor-

age, wherein the one or more state-classifiers are con-
figured to map the set of multimodal signals to a set of
cognifive states, the set of cognitive states including the
target state;
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determiming respective probabilities of the operator being
in the set of cognitive states using the sampled set of
multimodal signals as mput to the one or more state-
classifiers; and

in response to the determined probabilities satisfying a set

of criteria specified in a settings file, performing one or
more of a set of actions, the set of actions including
adjusting the visual, audible, or tactile stimuli provided
to the operator by the simulation environment and
providing an alert to a trainer or supervisor.

14. The method of claim 13, further comprising,

displaying the depiction of operation in a time period;

providing a graphical user interface for selecting portions
of the time period and selection of respective ones of
cognifive states for the selected portions; and

in response to selection of a portion of the time period and

one of the cognitive states, training the one or more
state-classifiers to map the set of multimodal signals for
the selected portion to the selected one of the cognitive
states.

15. The method of claim 14, wherein the displaying the
depiction of operation 1n the time period includes displaying
a video recording of the operator in the time period.

16. The method of claim 14, wherein the displaying the
depiction of operation in the time period further includes
displaying respective probabilities that the operator 1s 1n
cach one of the set of cognitive states during the time period.

17. The method of claim 14, further comprising, prior to
the displaying the depiction of operation in the time period,
performing 1nitial training of the one or more state-classi-
fiers to map the set of multimodal signals to the set of
cognitive states.

18. The method of claim 17, wherein for each of one or
more ol the set of cognitive states, the imitial training
includes:

presenting stimuli configured to induce the cognitive state

in the operator for a respective portion of the time
period;

sampling the set of multimodal signals 1n the portion; and

mapping the one or more of the physiological responses

indicated by the multimodal signals 1n the portion to the
cognitive state.

19. The method of claim 18, wherein capturing of the set
of multimodal signals includes:

converting one or more analog signals to digital signals;

aligning the digital signals 1n time; and

removing noise artifacts from one or more of the digital

signals.

20. The method of claim 18, wherein, presenting stimuli
includes simulating an operation scenario in a simulator,
presenting a video depicting operation by another operator
in the operation scenario, or a combination thereof.
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