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(57) ABSTRACT

A mobile computing device including a housing having a
first part and a second part, the first part including a first
display and a first forward facing camera, and the second
part including a second display and a second forward facing
camera, at least one speaker mounted 1n the housing, and a
processor mounted in the housing and configured to display
a first graphical user interface element having an associated
first audio stream on the first display and to display a second
graphical user interface element having an associated second
audio stream on the second display, wherein the processor 1s
configured to perform face detection on a first and a second
image, adjust an audio setting based on a result of the face

detection, and play the first and second audio streams out of
the at least one speaker based on the adjusted audio setting.

19 Claims, 9 Drawing Sheets
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VOLUME ADJUSTMENT ON HINGED
MULTI-SCREEN DEVICE

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Patent
Application No. 62/506,538, filed on May 15, 2017, the
entirety of which 1s hereby incorporated herein by reference.

BACKGROUND

Users interact with multi-screen mobile devices through-
out a variety of positions, including holding the device
vertically, holding the device with a primary screen facing
toward the user, holding the screen with a second screen
tacing toward the user, and other positions and orientations.
When viewing content on the screens in these varying
positions, users may encounter challenges adjusting the
audio volumes of different applications executed on each of
the screens, or different audio-enabled graphical user ele-
ments displayed on each of the screens.

SUMMARY

To address the above 1ssues, a mobile computing device
1s provided. The mobile computing device may include a
housing having a first part and a second part, the first part
including a first display and a first forward facing camera,
and the second part including a second display and a second
torward facing camera, wherein the first part and the second
part are coupled by a hinge configured to permait the first and
second displays to rotate between angular orientations from
a face-to-face angular orientation to a back-to-back angular
orientation, a sensor mounted in the housing and configured
to measure a relative angular displacement between the first
and second parts of the housing, at least one speaker
mounted 1n the housing, and a processor mounted in the
housing and configured to display a first graphical user
interface element having an associated first audio stream on
the first display and to display a second graphical user
interface element having an associated second audio stream
on the second display, wherein the first and second forward
facing cameras are configured to capture respective first and
second 1mages, and the processor 1s configured to perform
tace detection on the first and second 1mages, adjust an audio
setting based on a result of the face detection, and play the
first and second audio streams out of the at least one speaker
based on the adjusted audio setting.

This Summary 1s provided to mftroduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limait
the scope of the claimed subject matter. Furthermore, the
claimed subject matter 1s not limited to implementations that

solve any or all disadvantages noted in any part of this
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an example mobile computing device of the
present description.

FIG. 2A shows an example of two display screens
arranged 1n a side-by-side orientation for the mobile com-
puting device of FIG. 1.
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FIG. 2B shows an example of two display screens
arranged 1n a reflex orientation for the mobile computing

device of FIG. 1.

FIG. 2C shows an example of two display screens
arranged 1n a back-to-back orientation for the mobile com-
puting device of FIG. 1.

FIG. 2D shows an example of two display screens
arranged 1n a front-to-front orientation for the mobile com-
puting device of FIG. 1.

FIG. 3 shows an example implementation of GUI controls
for adjusting audio parameters of the mobile computing
device of FIG. 1.

FIG. 4 1s a schematic view 1llustrating adjustment of audio
parameters based on facial detection, using the mobile
computing device of FIG. 1.

FIG. 5 1s a schematic view 1llustrating adjustment of audio
parameters based on facial detection and relative angular
displacement between the first and second parts of the
housing of the mobile computing device of FIG. 1.

FIG. 6 1s another schematic view illustrating adjustment
ol audio parameters based on facial detection (in this case,
lack thereot), using the mobile computing device of FIG. 1.

FIG. 7 1s another schematic view illustrating adjustment
of audio parameters based on facial detection and relative
angular displacement between the first and second parts of
the housing of the mobile computing device of FIG. 1,
additionally using gaze angle estimation.

FIG. 8 1s another schematic view illustrating adjustment
of audio parameters based on facial detection, gaze angle,
and relative angular displacement between the first and
second parts of the housing of the mobile computing device
of FIG. 1, additionally using a detected distance of the user’s
face from the mobile computing device.

FIG. 9 shows an example method for adjusting audio
parameters based on facial detection.

FIG. 10 shows an example computing system according,
to an embodiment of the present description.

DETAILED DESCRIPTION

As discussed above, conventional methods for volume
adjustment of multiple applications or other content dis-
played on different screens of a multi-screen mobile com-
puting device may be cumbersome and inconvenient for
users ol such mobile computing devices. The systems and
methods described herein have been devised to address these
challenges.

FIG. 1 1illustrates a mobile computing device 12 that
includes a housing 14, which, for example, may take the
form of a casing surrounding internal electronics and pro-
viding structure for displays, sensors, speakers, buttons, eftc.
The housing 14 1s configured to include a processor 16,
volatile storage device 18, sensor devices 20, non-volatile
storage device 22, one or more speakers 21, and at least two
displays 24.

The mobile computing device 12 may, for example, take
the form of a smart phone device. In another example, the
mobile computing device 12 may take other suitable forms,
such as a tablet computing device, a wrist mounted com-
puting device, etc.

Turning to FIG. 2A, an example mobile computing device
12 1s illustrated. As shown, the example mobile computing
device 12 includes a housing 14. As discussed above, the
housing 14 may be configured to internally house various
clectronic components of the example mobile computing
device 12, including the processor 16, volatile storage
device 18, and non-volatile storage device 22. Additionally,
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the housing 14 may provide structural support for the
displays 24, speakers 21, and the sensor devices 20. The
sensor devices 20 may include a plurality of different
sensors, such as, for example, 1nertial measurement units
(IMU) 26A and 26B, forward facing cameras 30A and 30B,
depth cameras 32A and 32B, etc. The cameras are not
particularly limited and may comprise a time of flight (TOF)
three-dimensional camera, a stereoscopic camera, and/or
picture cameras. The IMUs 26A and 26B may include
accelerometers, gyroscopes, and possibly magnometers con-
figured to measure the position of the mobile computing
device 12 1n six degrees of freedom, namely x, vy, z, pitch,
roll, and yaw, as well as accelerations and rotational veloci-
ties, so as to track the rotational and translational motion of
the mobile computing device 12. The sensor devices 20 may
also 1include a capacitive touch sensor 34, such as a capaci-
tive array that 1s integrated with each of the two or more
displays 24, such as the first display 24A and the second
display 24B. In another example, the sensor devices 20 may
include camera-in-pixel sensors that are integrated with each
of the two or more displays 24. It will be appreciated that the
examples listed above are exemplary, and that other types of
sensors not specifically mentioned above may also be
included in the sensor devices 20 of the mobile computing
device 12. In the 1illustrated example, the sensor devices 20
include two or more IMUs 26A and 26B that are contained
by the housing 14. The sensor devices 20 may further
include forward facing cameras 30A and 30B. In one
example, the forward facing cameras 30A and 30B include
RGB cameras. However, 1t will be appreciated that other
types of cameras may also be included 1n the forward facing
cameras 30A and 30B. In this example, forward facing 1s a
direction of the camera’s associated displays. Thus, in the
example of FIG. 2A, as the screens for both of an example
pair of displays 24A and 24B are facing the same direction,
both of the forward facing cameras 30A and 30B are also
facing the same direction. The sensor devices 20 further
include depth cameras 32A and 32B.

As shown, the sensor devices 20 may also include capaci-
tive touch sensors 34 that are integrated with the pair of
displays 24A and 24B. Although a pair of displays 1is
illustrated, a larger number of displays may be hingedly
linked together. In the illustrated embodiment, the capacitive
touch sensors 34 include a capacitive gnd configured to
sense changes 1n capacitance caused by objects on or near
the displays, such as a user’s finger, hand, stylus, etc. In one
embodiment, the capacitive touch sensors 34 may also be
included on one or more sides of the mobile computing
device 12. For example, the capacitive touch sensors 34 may
be additionally integrated 1nto the sides of the housing 14 of
the mobile computing device 12. While the capacitive touch
sensors 34 are illustrated 1n a capacitive grid configuration,
it will be appreciated that other types of capacitive touch
sensors and configurations may also be used, such as, for
example, a capacitive diamond configuration. In other
examples, the sensor devices 20 may include camera-in-
pixel devices integrated with each display including the pair
of displays 24A and 24B. It will be appreciated that the
sensor devices 20 may include other sensors not illustrated
in FIG. 2A.

In the example mobile computing device 12 illustrated in
FIG. 2A, the first and second displays 24A and 24B are
movable relative to each other. As shown, the example
mobile computing device 12 includes a housing 14 having a
first part 14A and a second part 14B, the first part 14A
including a first display 24 A, a first forward facing camera
30A, and a first speaker 21A, and the second part 14B

10

15

20

25

30

35

40

45

50

55

60

65

4

including a second display 24B, a second forward facing
camera 30B, and a second speaker 21B. The first part 14A
and the second part 14B are coupled by a hinge 36 config-
ured to permit the first and second displays 24A and 24B to
rotate between angular orientations from a face-to-face
angular orientation to a back-to-back angular orientation.
Likewise, the housing 14 includes the hinge 36 between a
pair of speakers 21 A and 21B, the hinge 36 being configured
to permit the pair of speakers 21 A and 21B to rotate between
angular rotations from face-to-face angular orientation to a
back-to-back angular orientation. The speakers 21A and 21B
convert electrical signals to human-audible sound waves via
audio circuitry that converts received electrical signals nto
audio data. It will be appreciated that each of the speakers
21A and 21B may comprise one speaker or a plurality of
speakers that function together as a unit. The example
mobile computing device 12 further includes sensors
mounted 1n the housing 14 that are configured to measure a
relative angular displacement between the first and second
parts 14A and 14B of the housing 14. For example, the
processor 16 may be configured to calculate the relative
angular displacement between the first and second parts 14 A
and 14B of the housing 14 based on sensor data 30 received
from the IMUs 26A and 26B.

Now turning to FIG. 2B, the hinge 36 permats the first and
second displays 24A and 24B to rotate relative to one
another such that an angle between the first and second
displays 24 A and 24B can be decreased or increased by the
user applying suitable force to the housing 14 of the mobile
computing device 12. As shown in FIG. 2B, the first and
second displays 24A and 24B may be rotated until the first
and second displays 24A and 24B reach a back-to-back
angular orientation as shown in FIG. 2C.

As 1llustrated 1n FIG. 2C, while 1n an angular orientation
where the first and second displays 24A and 24B are 1 a
back-to-back angular orientation, the first and second dis-
plays 24 A and 24B face away from each other. Thus, while
using the mobile computing device 12, the user may only be
able to view one of the displays of the pair of displays 24A
and 24B at a time. Additionally, while 1n a back-to-back
angular orientation, sensor packages 20A and 20B of the
sensor devices 20, which may each include forward facing
cameras 30A and 30B, and depth cameras 32A and 32B, also
face 1 the same direction as their respective displays, and
thus also face away from each other.

As shown 1n FIG. 2D, the angular orientation between the
pair of displays 24A and 24B may also rotate to a face-to-
face orientation where the pair of displays face each other.
Such an angular orientation may help protect the screens of
the display.

In one implementation, the face-to-face angular orienta-
tion 1s defined to have an angular displacement as measured
from display to display of between 0-90 degrees, an open
angular orientation 1s defined to be between 90-270 degrees,
and a back-to-back orientation 1s defined to be from 270-360
degrees. Alternatively, an implementation in which the open
orientation 1s not used to trigger behavior may be provided,
and 1n this implementation, the face-to-face angular orien-
tation may be defined to be between 0 and 180 degrees and
the back-to-back angular orientation may be defined to be
between 180 and 360 degrees. In either of these implemen-
tations, when tighter ranges are desired, the face-to-face
angular orientation may be defined to be between 0 and 60
degrees, or more narrowly to be between 0 and 30 degrees,
and the back-to-back angular orientation may be defined to
be between 300-360 degrees, or more narrowly to be 330-
360 degrees. The zero degree position may be referred to as
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tully closed 1n the fully face-to-face angular orientation and
the 360 degree position may be referred to as fully open in
the back-to-back angular orientation. In implementations
that do not use a double hinge and which are not able to
rotate a full 360 degrees, fully open and/or fully closed may
be greater than zero degrees and less than 360 degrees.

Turning back to FIG. 1, the processor 16 1s configured to
execute a computer program 38, which, for example, may be
an operating system or control program for the mobile
computing device, and one or more application programs 40
stored on the non-volatile storage device 22, and to enact
vartous control processes described herein. In some
examples, the processor 16, volatile storage device 18, and
non-volatile storage device 22 are included 1n a System-On-
Chip configuration.

The computer program 38 executed by the processor 16
includes an orientation module 42, a touch mput module 44,
a depth module 46, and a face detection module 48. As
shown 1n FIG. 1, the orientation module 42 is configured to
receive sensor data 50 from the sensor devices 20. Based on
the sensor data 50, the orientation module 42 1s configured
to detect a current angular orientation 32 between the pair of
displays 24A and 24B indicating that the pair of displays
24 A and 24B are facing away from each other. As discussed
previously, the angular orientation between the pair of
displays 24 A and 24B may rotate through angular orienta-
tions between a face-to-face angular orientation to a back-
to-back angular orientation. Thus, the ornentation module 42
1s configured to detect a current angular orientation 52
indicating that the pair of displays 24A and 24B are facing
away Irom each other, such as a back-to-back angular
orientation. The touch mput module 1s configured to process
touch 1puts, which may be 1mputs from a digit of a user or
from a stylus.

The orientation module 42 may be configured to detect
the current angular orientation 52 based on different types of
sensor data. In one example, the sensor data 50 may include
inertial measurement unit data received via the IMUs 26A
and 26B. As the user applies force to the housing 14 of the
mobile computing device 12 to rotate the pair of displays
24A and 24B, the IMUs 26A and 26B will detect the
resulting movement. Thus, based on inertial measurement
unit data for a new rotation and a previously known angular
orientation between the pair of the displays 24 A and 24B,
the orientation module 42 may calculate a new current
angular orientation 52 resulting after the user rotates the pair
of displays 24A and 24B. However, it will be appreciated
that the current angular orientation 52 may also be calcu-
lated via other suitable methods. For example, the sensor
devices 20 may further include a hinge sensor in the hinge
36 that 1s configured to detect an angular orientation of the
hinge 36, and thereby detect a current angular orientation of
the pair of displays 24A and 24B around the pivot which 1s
the hinge 36. In this embodiment, the hinge sensor 1s
incorporated within the hinge 36 itself. However, 1t will be
appreciated that the hinge sensor may alternatively be pro-
vided outside of the hinge 36.

With reference to FIG. 3, an example use illustrating
aspects of the present disclosure will now be presented. As
shown 1n FIG. 3, a user may be interacting with two different
applications on the multi-screen computing device 12. As
shown, the processor 16 1s configured to display a first
graphical user interface element having an associated {first
audio stream 23A on the first display 24 A and to display a
second graphical user interface element having an associated
second audio stream 23B on the second display 24B. In the
illustrated example, the second graphical user interface
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clement 1s a music application 40B that 1s being displayed on
the left display and outputting audio of the second audio
stream 23B, while the first graphical user interface element
1s a game application 40A that 1s being displayed on the right
display, outputting audio of the first audio stream 23A. In
this example, the first display 24 A and first speaker 21 A are
referred to as the right display and right speaker, while the
second display 24B and second speaker 21B are referred to
as the left display and the left speaker. Additionally, 1t will
be appreciated that while the illustrated example shows the
first graphical user interface element 40A and the second
graphical user interface element 40B as being two different
applications, the first and second graphical user interface
clements 40A and 40B may be included 1n a single appli-
cation that 1s being displayed across both the first and second
displays 24A and 24B.

In the example 1llustrated 1n FIG. 3, a first graphical user
interface (GUI) control 27A and a second GUI control 278
are displayed on the left display 24B. However, it will be
appreciated that the placement of the user interface controls
27A and 27B on the displays 24 A and 24B 1s not particularly
limited, and the two user interfaces 27A and 27B may be
placed independently at various locations on the displays
24A and 24B 1n any orientation (vertical or horizontal,
parallel or perpendicular to each other, sized to overlap both
displays).

In this example, each GUI control 27A and 27B 1s
displayed as a slider control on either or both of the displays
24A and 24B by a computer program 38 (see FIG. 1). The
GUI control 27A 1s touched and manipulated by a user to
adjust an audio setting for an overall audio volume setting
for the first and second audio streams 23A and 23B of the
first and second graphical user interface elements, which, 1n
this specific example, are included in application 40B
executed on the left display 24B (heremafter referred to as
the left application 40B) and the application 40A executed
on the nght display 24 A (hereinafter referred to as the right
application 40A). A user adjusts the first GUI control 27A by
touching the handle 28 A and sliding 1t upward or downward
(1.e. utilizing a touch-and-drag motion), so that the program
38 adjusts the overall volumes of the audio outputted by both
the left apphcatlon 40B and the right application 40A so that
the user perceives the volumes of the audio output of both
speakers 21 A and 21B as increasing or decreasing 1n tandem
with equal magnitude.

The second GUI control 27B 1s touched and manipulated
by the user to an audio setting for a volume balance setting
that controls the proportional mix of audio between the first
and second audio streams 23A and 23B of the first and
second graphical user interfaces element, which, i this
specific example, are included 1n the left application 40B
and the right application 40A. The user adjusts the second
GUI control 27B by touching the handle 28B and sliding 1t
to the left or right (i1.e. utilizing a touch-and-drag motion),
thereby altering the volume balance of the two applications
40A, 40B to achieve a desired sound mix. For example, 1f
the handle 28B 1s actuated to be closer to the left end of the
second control bar 29B than the right end, then the left
application 40B outputs audio at a volume that 1s perceived
by the user to be at a correspondingly higher decibel level
than the volume of the audio outputted by the right appli-
cation 40A. Conversely, 11 the GUI control 27B 1s actuated
by a user providing a touch mput to handle 28B and sliding
the handle 28B toward the rnight (A) side in FIG. 3, the
system will cause the right application 40A to output audio
at a volume that 1s perceived by the user to be at a
correspondingly higher decibel level than the volume of the
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audio outputted by the leit application 40B. Additionally, 1f
the user slides the handle 28B all the way to the right of the
control bar 29B, the volume of the audio outputted by the
left application 40B may be reduced to zero or a residual
volume, while the volume of the audio outputted by the right
application 40A may remain audible. Conversely, 1f the user
slides the handle 28B all the way to the lett of the control bar
29B, the volume of the audio from the right application 40A
may be reduced to zero or a residual volume, while the
volume of the audio outputted by the left application 40B
may remain audible.

Typically, the audio 1s mixed into a stereo signal and
emitted from speakers 21A, 21B as stereo audio. Alterna-
tively, the audio may be mixed to a monoaural signal emitted
both speakers 21 A, 21B, and in yet another implementation,
the application 40A may emit 1ts audio from speaker 21A
and application 40B may emit 1ts audio from speaker 21B.
Further, 1t will be appreciated that instead of applications
40A, 40B, different graphical user interface elements of the
same application, each having associated audio, may be
similarly displayed on each of displays 24A, 24B and the
audio of each graphical user interface element controlled
using the methods described herein. Additionally, 1t will be
appreciated that the user may enter mput to actuate the GUI
controls 27A and 27B wvia other suitable methods. For
example, the user may enter input to the GUI controls 27A
and 27B wvia a stylus, another input device such as a
computer mouse, a physical button, a voice input, a gesture
input, or any other suitable type of nput.

On the first display (right display) 24A an audio mix
control 110 1s displayed. The audio mix control 1s configured
to receive a user mput selecting between a parallel output
mode and a mixed output mode. In the parallel output mode,
an audio stream from a graphical user interface element
from application 40A (or a common application) displayed
on the first display 24A 1s played back via first speaker 21A
positioned 1n the first part of the housing which houses the
first display 24 A, and an audio stream {rom a graphical user
interface element of application 40B (or the common appli-
cation) displayed on the second display 24B 1s played back
via speaker 21B positioned in the second part of the housing,
which houses the second display 24B. In the mixed output
mode, the audio output from the graphical user interface
clements of applications 40A, 40B (or a common applica-
tion) displayed on both displays 24A, 24B are mixed and
output as a mixed mono or stereo played back through both
speakers 21A, 21B. The 1con on the left side of the button
selector indicates the mixed audio mode and the icon on the
right side of the button selector of the audio mix control 110
indicates the parallel output mode. Thus, the mixed audio
mode 1s shown as being selected.

In at least one configuration, the user may also tap a
control bar (e.g. the first control bar 29A or the second
control bar 29B) so that the handle immediately moves to
that location. Each handle may include a numerical label that
provides an indication of the relative location of that handle
on the slider control bar. It will be appreciated that a handle
refers to a pre-defined region of the GUI controls 27A, 278
on the displays 24 A and 24B that 1s grabbable by a user to
adjust the value of the GUI control. Further, 1t will be
appreciated that GUI controls 27A, 27B are illustrated as
sliders, but alternatively may take the form of virtual knobs,
text imnput boxes, or other control by which a user may adjust
a parameter such as the volume balance and overall audio
volume settings discussed herein.

Turning now to FIG. 4, the audio settings discussed above
may be automatically adjusted by the processor 16 without
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user input via GUI controls 27A and 27B. In the 1illustrated
example, the first and second forward facing cameras 30A
and 30B are configured to capture respective first and second
images 54 A and 54B. In this example, the current angular
orientation 52 between the first and second displays 24 A and
24B 1s less than 180 degrees, thus both the first and second
forward facing cameras 30A and 30B capture images of a
scene 1n front of the mobile computing device 12. Thus, as
the user 1s 1n front of the mobile computing device 12 and
viewing the first and second displays 24 A and 24B, the first
and second forward facing cameras 30A and 30B capture
first and second 1images 54 A and 54B that include the user’s
face. The first and second 1mages 54A and 54B are sent to
the face detection module 48 of the computer program 38 in
the sensor data 50. After receiving the first and second
images 54 A and 54B, the face detection module 48 executed
by the processor 16 1s configured to perform face detection
on the first and second 1mages 54A and 54B. In the 1llus-
trated example, the face detection module 48 detects the
user’s face 1n both the first and second images 34 A and 54B.

FIG. 5 1llustrates an example where the current angular
orientation 52 between the first and second displays 24 A and
248 1s a reflex angle that 1s greater than 180 degrees. In this
example, the first and second displays 24 A and 24B do not
face the same direction, and thus the first and second
forward facing cameras 30A and 30B also do not face the
same direction. Accordingly, the user may be viewing only
one of the displays and thus may only be 1n front of one of
the displays at a particular point in time. Similarly to FIG.
4, the first and second forward facing cameras 30A and 30B
capture the first and second 1mages 5S4A and 54B, which are
both sent to the face detection module 48. However, 1n the
example of FIG. 5, the first image 34 A does not include the
user’s face, thus the face detection module 48 detects that no
face was 1n the first image 534A. On the other hand, as the
user was viewing the second display 30B at the particular
point 1 time that the images were captured, the second
image 34B does include the user’s face, thus the face
detection module 48 does detect the user’s face 1n the second
images 54B. Accordingly, 1n this example, the result of the
face detection from the face detection module 48 includes no
detected face 1n the first image 54 A and a detected face 1n the
second 1mage 54B.

As shown in FIG. 5, the processor 16 may be further
configured to dynamically adjust an audio setting 56 based
on a result of the face detection. In one example, the
processor 16 1s configured to determine which display has a
user focus based on the result of the face detection, and
adjust the volume balance setting 36B to increase a relative
volume of an audio stream associated with a user focused
display. That 1s, the processor 16 1s configured to determine
which display of the first and second displays 24 A and 24B
the user 1s currently viewing, and adjust the volume balance
such that the audio stream of the graphical user interface
clement presented on the display currently being viewed by
the user has a higher volume relative to the audio stream of
the graphical user interface element presented on the display
that 1s not currently bemg viewed by the user. In the example
of FIG. 5, the user 1s viewing the second display 24B, thus
the processor 16 1s configured to adjust the audio balance
setting 568 such that the second audio stream 23B of the
graphical user interface element shown on the second dis-
play 24B has an increased relative volume compared to the
first audio stream 23A of the graphical user interface ele-
ment shown on the first display 24A.

In one configuration, the processor 16 1s configured to
detect which display has user focus by determining that a
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relative angular displacement between the first and second
displays 24A and 24B 1s greater than a predetermined
threshold via the sensor. For example, processor 16 may be
configured to detect whether the current angular orientation
52 has exceeded a predetermined threshold while the user
applies rotational force that adjusts the relative angular
displacement between the first and second displays 24 A and
24B. In one example, the predetermined threshold 1s 180
degrees. As discussed above, when the current angular
orientation 52, which 1s the relative angular displacement
between the first and second displays 24A and 24B, 1s
greater 180 degrees, then the first and second displays 24A
and 24B do not face the same direction and the user may
potentially only be able to view one of the displays at a time.
However, 1t will be appreciated that other values may be
used for the predetermined threshold to achieve a suitable
sensitivity level. For example, the predetermined threshold
may be 200 degrees, 240 degrees, 280 degrees, 360 degrees,
or any other suitable predetermined threshold.

As the user may only be viewing and engaged with the
content of one display and not the other when the current
angular orientation 52 1s greater than the predetermined
threshold, the processor 16 1s configured to adjust the audio
settings to decrease the relative volume of the content that 1s
no longer being viewed by the user. In one example, the
processor 16 1s configured to, responsive to determining that
the relative angular displacement (current angular orienta-
tion 52) 1s greater than the predetermined threshold,
decrease a relative volume of the display that 1s not the user
focused display. The user focused display, which 1s the
display that 1s current being viewed by the user, may be
determined via any suitable method.

In one configuration, to determine which display has the
user focus, the processor 16 1s configured to determine
whether the result of the face detection detected a face in the
first image 54 A captured by the first camera 30A and not 1n
the second 1mage 54B, and 11 so, then determine that the first
display 24 A 1s the user focused display. On the other hand,
the processor 16 1s further configured to determine whether
the result of the face detection detected a face 1n the second
image 54B captured by the second camera 30B and not 1n
the first image 54 A, and 11 so, then determine that the second
display 24B 1s the user focused display. That 1s, if one of the
images includes the user’s face and the other does not, it 1s
likely that the user 1s currently viewing and engaged with
content of the display associated with that image including
the user’s face. In the example illustrated 1n FI1G. 5, the result
of the face detection from the face detection module 48
detected a face in the second image 54B captured by the
second camera 30B and not 1n the first image 54A. Thus, the
processor 16 determines that the second display 24B 1s the
user focused display that 1s currently being viewed by the
user. Accordingly, the processor 16 adjusts an audio setting,
56, such as the audio balance setting 568, based on the result
of the face detection, and then plays the first and second
audio streams 23A and 23B out of the first and second
speakers 21 A and 21B based on the adjusted audio setting.
In the example of FIG. 5, the audio balance setting 56B was
adjusted such that the second audio stream 24B 1s played at
an increased relative volume compared to the first audio
stream 24A out of the first and second speakers 21A and
21B.

FIG. 6 1llustrates an example where the user has moved
away Irom the mobile computing device 12 and 1s not
viewing the first and second display 24A and 24B. As
shown, as the user 1s not 1n front of the mobile computing
device 12, the first and second cameras 30A and 30B will
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capture first and second images 54A and 54B that do not
include the user. Thus, the result of the face detection from
the face detection module 48 will indicate that no face was
detected 1n front of the first and display displays 24 A and
24B. As the user 1s not currently viewing and 1s not engaged
with content of either display, the overall volume may be
decreased 1n one configuration. In this configuration, the
processor 16 1s configured to decrease the overall audio
volume setting 56 A based on the result of the face detection
indicating that no face was detected in front of the first
display 24 A and the second display 24B.

FIG. 7 1illustrates another method for determining which
display has the user focus. In this example, the face detection
module 48 1s configured to compute a gaze angle estimation
58 for the user by performing 1mage processing on the first
and second 1mages 34 A and 54B and comparing a position
of eyes of the user 1n each of the first and second images 54 A
and 54B, taking into account the relative angular displace-
ment (current angular orientation 32) of the first part 14A
and the second part 14B detected by the sensor 20. As
discussed previously, the current angular orientation 52 1is
calculated and updated by the ornientation module 42 based
on sensor data received via the sensors 20, including data
received from the IMUs 26A and 26B. The face detection
module 48 may be configured to determine the position of
the eyes of the user 1n the first and second images 54 A and
54B by detecting the user’s pupils in the images 54A and
54B via image processing methods. Based on the position of
the eyes of the user 1n the first and second 1images 54 A and
548, and the current angular orientation 52 between the first
and second parts 14A and 14B of the housing 14 which
include the first and second forward facing cameras 30A and
30B, the face detection module 48 executed by the processor
16 cstimates a gaze angle 58 of the user’s eyes using
stereoscopic techniques.

In the example illustrated 1n FI1G. 7, the result of the face
detection from the face detection module 48 includes the
gaze angle estimation 38 calculated as discussed above.
Additionally, the processor 16 1s configured to determine the
user focused display based on the gaze angle estimation 58.
That 1s, based on the gaze angle estimation 38, the processor
16 1s configured to determine whether the user 1s currently
looking at the first display 24 A or the second display 24B.
In the example illustrated in FIG. 7, the result of the face
detection includes a gaze angle estimation indicating that the
user 1s currently looking at and engaged with the content of
the first display 24 A. Thus, the processor 16 determines that
the first display 24A 1s the user focused display in this
example. As discussed previously, the processor 16 1s con-
figured to adjust a volume balance setting such that the audio
stream of the graphical user interface element presented on
the display currently being viewed by the user has a higher
volume relative to the audio stream of the graphical user
interface element presented on the display that 1s not cur-
rently being viewed by the user. In the example of FIG. 7,
the first display 24 A 1s currently the user focused display.
Thus, the processor 16 1s configured to adjust the volume
balance setting 56B to increase a relative volume of an audio
stream associated with a user focused display, which 1s the
first audio stream 23 A 1n this example.

FIG. 8 illustrates a technique for determining a distance
between the user and the mobile computing device 12 based
on 1image analysis. As discussed previously, first and second
images 54A and 54B are captured by the first and second
forward facing cameras 30A and 30B, and sent to the face
detection module 48. The face detection module 48 may be
configured to perform processing and analysis on the first
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and second 1mage 54 A and 54B to determine locations of the
user’s pupils in the images. In the example 1llustrated in FIG.
8, the face detection module 48 executed by the processor 1s
turther configured to calculate an interpupillary distance
estimation 60 included 1n the result of the face detection. The
face detection module 48 may estimate the interpupillary
distance by measuring a pixel distance in the 1mage between
two detected pupils. For example, the image 354C was
captured by the second forward facing camera 30B at a time
T1 when the user was closer to the mobile computing device
12, and the second 1image 54B was taken at time T2 when the
user was father away from the mobile computing device 12.
Thus, the user’s face 1n the image 54C will appear to be
larger than 1n the second image 54B due to the user being
closer to the second forward facing camera 30B. As the
user’s face in the image 54C 1s larger than in the second
image 34B, the measured pixel distance in the images
between the user’s pupils 1n the image 34C will also be
larger than 1n the second 1image 54B. Thus, the face detection
module 48 calculates the interpupillary distance estimation
60C for the image 54C that 1s larger than the mterpupillary
distance estimation 60B for the second image 54B. Thus, 1t
will be appreciated that the user’s physical distance from the
mobile computing device 12 will predictably afiect the
interpupillary distance estimation 60.

The processor 16 1s configured to determine a distance D1
between the user and the mobile computing device 12 based
on the mterpupillary distance estimation 60. As discussed
above, the user’s distance D1 from the mobile computing
device 12 will predictable aflect the measured pupillary
distance 1n the images captured by the forward facing
cameras 30A and 30B. Thus, the distance D1 may be
determined based on the interpupillary distance estimation
60 calculated by the face detection module 48. Additionally,
as the user gets farther away from the mobile computing
device 12, the overall audio volume may need to be
increased to maintain the user’s experience of the content
presented via the first and second displays 24 A and 24B. In
one example, the processor 16 1s further configured to adjust
the overall audio volume setting S6 A based on the deter-
mined distance D1. In the example illustrated 1n FIG. 8, the
user has moved backwards away from the mobile computing
device 12. Thus, as the determined distance D1 has
increased, the processor 16 increases the overall audio
volume setting 56 A such that both the first and second audio
streams 23 A and 23B for the first and second graphical user
interface elements displayed on the first and second displays
24 A and 24B are played at a higher volume via the speakers
21A and 21B.

According to another implementation, the processor 16
may be configured to adjust a parameter of audio played
back on the first speaker 21A and the second speaker 21B
based upon the detected relative angular displacement
between the first part 14A and second part 14B of the
housing 14 sensed by a sensor such as the hinge angle sensor
coupled to the hinge or a pair of 1nertial measurement units
26A, 26B respectively positioned in each of the first and
second parts of the housing 14. In this implementation, the
user may select a virtual or physical button on the mobile
computing device 12 to enter an audio control mode accord-
ing to which hinge angle variation functions as an input to
control an audio parameter. In one example, the parameter
adjusted may be an overall volume of the audio played back
on the first speaker 21 A and the second speaker 21B. Thus,
in the audio control mode the device 12 may display GUI
control 27A for example, and allow the user to control GUI
control 27A by adjusting the hinge angle. As a user opens (or
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closes) the device wider (or narrower) and increases (or
decreases) the relative angular displacement between the
displays, the volume may correspondingly be increased (or
decreased). In addition, in the audio control mode the device
may display GUI control 27B and the user may control the
GUI control 27B by adjusting the hinge angle. For example,
when used 1n the mixed output mode described above, the
parameter may be a volume balance of a first audio stream
associated with a graphical user interface element displayed
on the first display 14 and a second audio stream of the audio
played back on the first speaker 21A and the second speaker
21B. Thus, a user may widen and narrow the angle between
the first part 14A and second part 14B of the housing 14 1n
the audio control mode to correspondingly increase the
proportional volume of the content on the right display 24 A
or left display 24B. When used 1n the parallel output mode,
the parameter adjusted may be a balance of the audio played
back on the first speaker 21 A and the second speaker 21B.
With this feature, the user may open and close the device to
adjust the hinge angle and cause the balance to shift from the
lett speaker 21B to right speaker 21A.

Although 1n the above implementations a single processor
16 1s provided to execute computing program 38 to control
the audio processing, 1t will be appreciated that the first part
and the second part of the mobile computing device 12 may
include separate processors. When separate processors are
provided, application 40A may be executed on a processor
of the first part and application 40B may be executed on a
processor of the second part. In this implementation, in the
parallel output mode, the audio stream from application 40 A
1s generated by the processor associated with the first part of
the housing and output on the first speaker mounted 1n the
first part of the housing. Likewise, the audio stream from
application 40B 1s generated by the processor in the second
part of the housing and output on the second speaker
mounting in the second part of the housing.

Further, although the above implementations have been
described as outputting audio to a first speaker and a second
speaker, 1t will be appreciated that the implementations also
may be used with headphones. In this case, the parallel
output mode and mixed output mode audio may be outputted
to a user’s headphones via a wireless connection or a
headphone jack provided 1n either of the first or second parts
of the housing. In the parallel output mode, the left channel
may reproduce the left display audio and the right channel
may reproduce the right display audio. In the mixed audio
output mode, the audio from each display may be played
over both channels, according to the volume balance setting
and overall volume setting.

FIG. 9 shows an example computer-implemented method
900 for adjusting audio parameters based on facial detection.
At step 902, the method 900 may include displaying a first
graphical user interface element having an associated first
audio stream on a first display included 1n a first part of a
housing of a mobile computing device. The mobile com-
puting device 12 includes the housing 14 configured to
internally house wvarious electronic components of the
example mobile computing device 12, including the proces-
sor 16, volatile storage device 18, and non-volatile storage
device 22. Additionally, the housing 14 may provide struc-
tural support for the displays 24, speakers 21, and the sensor
devices 20. In one example, the first graphical user interface
clement 1s a game application 40A that 1s outputting audio
of the first audio stream 23A, although other application
types are contemplated.

At step 904, the method 900 may include displaying a
second graphical user interface element having an associated
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second audio stream on a second display included in a
second part of the housing, wherein the first part and the
second part are coupled by a hinge configured to permit the
first and second displays to rotate between angular orienta-
tions from a face-to-face angular orientation to a back-to-
back angular orientation. In one example, the second graphi-
cal user interface element 1s a music application 40B that 1s
outputting audio of the second audio stream 23B. In another
example, the first and second graphical user interface ele-
ments 40A and 40B may be included 1n a single application
that 1s being displayed across both the first and second
displays 24 A and 24B.

At step 906, the method 900 may include capturing
respective first and second 1images via a first forward facing
camera included 1n the first part of the housing and a second
forward facing camera included in the second part of the
housing. In one example, the forward facing cameras 30A
and 30B include RGB cameras. However, 1t will be appre-
ciated that other types of cameras may also be included 1n
the forward facing cameras 30A and 30B. The first and
second 1mages captured by the first and second forward
facing cameras are sent to the face detection module 48 for
processing.

At step 908, the method 900 may include performing face
detection on the first and second 1images. In one example,
performing face detection includes determining whether a
face 1s detected 1n the first and second 1mages. In another
example performing face detection includes determining a
gaze angle estimation for the user. For example, the face
detection module 48 may be configured to determine the
position of the eyes of the user 1n the first and second 1mages
54 A and 54B by detecting the user’s pupils in the 1images
54 A and 54B via image processing methods. Based on the
position of the eyes of the user 1n the first and second 1mages
54 A and 54B, and the current angular orientation 52 between
the first and second parts 14A and 14B of the housing 14
which include the first and second forward facing cameras
30A and 30B, the face detection module 48 executed by the
processor 16 estimates a gaze angle 58 of the user’s eyes
using stereoscopic techniques.

At step 910, the method 900 may include adjusting an
audio setting based on a result of the face detection. In one
example, the audio setting includes an overall audio volume
setting for the first and second audio streams. In another
example, the audio setting includes a volume balance setting
that controls the proportional mix of audio between the first
and second audio streams. The audio setting may be adjusted
based on the result of the face detection, including whether
a face was detected in the first and second 1mages, a gaze
angle estimation for the user, and/or an IPD estimation for
the user.

At step 912, the method 900 may include playing the first
and second audio streams out of at least one speaker
mounted 1n the housing based on the adjusted audio setting.
Typically, the audio 1s mixed 1nto a stereo signal and emitted
from speakers 21A, 21B as stereo audio. Alternatively, the
audio may be mixed to a monoaural signal emitted both
speakers 21A, 21B, and 1n yet another implementation, the
application 40A may emit 1ts audio from speaker 21A and
application 40B may emait 1ts audio from speaker 21B.

FIG. 10 schematically shows a non-limiting embodiment
of a computing system 1000 that can enact one or more of
the methods and processes described above. Computing,
system 1000 1s shown 1n simplified form. Computing system
1000 may embody the mobile computing device 12 of FIG.
1. Computing system 1000 may take the form of one or more
personal computers, server computers, tablet computers,
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home-entertainment  computers, network computing
devices, gaming devices, mobile computing devices, mobile
communication devices (e.g., smart phone), and/or other
computing devices, and wearable computing devices such as
smart wristwatches and head mounted augmented reality
devices.

Computing system 1000 includes a logic processor 1002,
volatile memory 1004, and a non-volatile storage device
1006. Computing system 1000 may optionally include a
display subsystem 1008, mput subsystem 1010, communi-
cation subsystem 1012, and/or other components not shown
in FIG. 10.

Logic processor 1002 includes one or more physical
devices configured to execute instructions. For example, the
logic processor may be configured to execute instructions
that are part of one or more applications, programs, routines,
libraries, objects, components, data structures, or other logi-
cal constructs. Such instructions may be implemented to
perform a task, implement a data type, transform the state of
one or more components, achieve a technical eflect, or
otherwise arrive at a desired result.

The logic processor may include one or more physical
processors (hardware) configured to execute software
instructions. Additionally or alternatively, the logic proces-
sor may include one or more hardware logic circuits or
firmware devices configured to execute hardware-imple-
mented logic or firmware instructions. Processors of the
logic processor 1002 may be single-core or multi-core, and
the 1nstructions executed thereon may be configured for
sequential, parallel, and/or distributed processing. Indi-
vidual components of the logic processor optionally may be
distributed among two or more separate devices, which may
be remotely located and/or configured for coordinated pro-
cessing. Aspects of the logic processor may be virtualized
and executed by remotely accessible, networked computing
devices configured in a cloud-computing configuration. In
such a case, these virtualized aspects are run on different
physical logic processors of various different machines, 1t
will be understood.

Non-volatile storage device 1006 includes one or more
physical devices configured to hold instructions executable
by the logic processors to implement the methods and
processes described herein. When such methods and pro-
cesses are 1mplemented, the state of non-volatile storage
device 1006 may be transformed—e.g., to hold different
data.

Non-volatile storage device 1006 may include physical
devices that are removable and/or built-in. Non-volatile
storage device 1006 may include optical memory (e.g., CD,

DVD, HD-DVD, Blu-Ray Disc, etc.), semiconductor
memory (e.g., ROM, EPROM, EEPROM, FLASH memory,
etc.), and/or magnetic memory (e.g., hard-disk drive, tloppy-
disk drive, tape drive, MRAM, etc.), or other mass storage
device technology. Non-volatile storage device 1006 may
include nonvolatile, dynamic, static, read/write, read-only,
sequential-access, location-addressable, file-addressable,
and/or content-addressable devices. It will be appreciated
that non-volatile storage device 1006 1s configured to hold
istructions even when power 1s cut to the non-volatile
storage device 1006.

Volatile memory 1004 may include physical devices that
include random access memory. Volatile memory 1004 1s
typically utilized by logic processor 1002 to temporarily
store information during processing of software instructions.
It will be appreciated that volatile memory 1004 typically
does not continue to store mstructions when power 1s cut to
the volatile memory 1004.
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Aspects of logic processor 1002, volatile memory 1004,
and non-volatile storage device 1006 may be integrated
together mto one or more hardware-logic components. Such
hardware-logic components may include field-program-
mable gate arrays (FPGAs), program- and application-spe-
cific integrated circuits (PASIC/ASICs), program- and appli-
cation-specific standard products (PSSP/ASSPs), system-
on-a-chip (SOC), and complex programmable logic devices
(CPLDs), for example.

The terms “module,” “program,” and “engine” may be
used to describe an aspect of computing system 1000
typically implemented 1n software by a processor to perform
a particular function using portions of volatile memory,
which function 1involves transformative processing that spe-
cially configures the processor to perform the function.
Thus, a module, program, or engine may be instantiated via
logic processor 1002 executing instructions held by non-
volatile storage device 1006, using portions of volatile
memory 1004. It will be understood that different modules,
programs, and/or engines may be instantiated from the same
application, service, code block, object, library, routine, API,
function, etc. Likewise, the same module, program, and/or
engine may be instantiated by different applications, ser-
vices, code blocks, objects, routines, APIs, functions, eftc.
The terms “module,” “program,” and “engine” may encom-
pass individual or groups of executable files, data files,
libraries, drivers, scripts, database records, etc.

When included, display subsystem 1008 may be used to
present a visual representation of data held by non-volatile
storage device 1006. The visual representation may take the
form of a graphical user interface (GUI). As the herein
described methods and processes change the data held by the
non-volatile storage device, and thus transform the state of
the non-volatile storage device, the state of display subsys-
tem 1008 may likewise be transformed to visually represent
changes in the underlying data. Display subsystem 1008
may include one or more display devices utilizing virtually
any type of technology. Such display devices may be com-
bined with logic processor 1002, volatile memory 1004,
and/or non-volatile storage device 1006 1n a shared enclo-
sure, or such display devices may be peripheral display
devices.

When included, mput subsystem 1010 may comprise or
interface with one or more user-input devices such as a
keyboard, mouse, touch screen, or game controller. In some
embodiments, the mput subsystem may comprise or inter-
tace with selected natural user mput (NUI) componentry.
Such componentry may be integrated or peripheral, and the
transduction and/or processing of input actions may be
handled on- or off-board. Example NUI componentry may
include a microphone for speech and/or voice recognition;
an 1nfrared, color, stereoscopic, and/or depth camera for
machine vision and/or gesture recognition; a head tracker,
eye tracker, inertial measurement unit, and/or gyroscope for
motion detection and/or intent recognition; as well as elec-
tric-field sensing componentry for assessing brain activity;
and/or any other suitable sensor.

When included, communication subsystem 1012 may be
configured to communicatively couple various computing
devices described herein with each other, and with other
devices. Communication subsystem 1012 may include wired
and/or wireless communication devices compatible with one
or more different communication protocols. As non-limiting
examples, the communication subsystem may be configured
for communication via a wireless telephone network, or a
wired or wireless local- or wide-area network, such as a
HDMI over Wi-F1 connection. In some embodiments, the
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communication subsystem may allow computing system
1000 to send and/or receive messages to and/or from other
devices via a network such as the Internet.

The following paragraphs provide additional support for
the claims of the subject application. One aspect provides a
mobile computing device comprising a housing having a
first part and a second part, the first part including a first
display and a first forward facing camera, and the second
part including a second display and a second forward facing
camera, wherein the first part and the second part are
coupled by a hinge configured to permait the first and second
displays to rotate between angular orientations from a face-
to-face angular orientation to a back-to-back angular orien-
tation, a sensor mounted in the housing and configured to
measure a relative angular displacement between the first
and second parts of the housing, at least one speaker
mounted 1n the housing, and a processor mounted in the
housing and configured to display a first graphical user
interface element having an associated first audio stream on
the first display and to display a second graphical user
interface element having an associated second audio stream
on the second display, wherein the first and second forward
facing cameras are configured to capture respective first and
second 1mages, and the processor 1s configured to perform
face detection on the first and second 1images, adjust an audio
setting based on a result of the face detection, and play the
first and second audio streams out of the at least one speaker
based on the adjusted audio setting. In this aspect, addition-
ally or alternatively, the audio setting may include a volume
balance setting that controls the proportional mix of audio
between the first and second audio streams. In this aspect,
additionally or alternatively, the processor may be config-
ured to determine which display has a user focus, and adjust
the volume balance setting to increase a relative volume of
an audio stream associated with a user focused display. In
this aspect, additionally or alternatively, the result of the face
detection may include a gaze angle estimation, and the
processor may be configured to determine the user focused
display based on the gaze angle estimation. In this aspect,
additionally or alternatively, the gaze angle estimation may
be computed by performing 1mage processing on the first
and second 1mages and comparing a position of eyes of the
user i each of the first and second images, taking into
account the relative angular displacement of the first part
and the second part detected by the sensor. In this aspect,
additionally or alternatively, the processor may be further
configured to determine whether the result of the face
detection detected a face 1n the first image captured by the
first camera and not 1n the second image, and if so, then
determine that the first display 1s the user focused display. In
this aspect, additionally or alternatively, the processor may
be turther configured to determine whether the result of face
detection detected a face 1n the second 1mage captured by the
second camera and not in the first image, and 11 so, then
determine that the second display 1s the user focused display.
In this aspect, additionally or alternatively, the processor
may be configured to detect which display has user focus by
determining that the relative angular displacement 1s greater
than a predetermined threshold via the sensor, and respon-
sive to determining that the relative angular displacement 1s
greater than the predetermined threshold, decrease a relative
volume of the display that 1s not the user focused display. In
this aspect, additionally or alternatively, the predetermined
threshold may be 180 degrees. In this aspect, additionally or
alternatively, the audio setting may include an overall audio
volume setting for the first and second audio streams. In this
aspect, additionally or alternatively, the processor may be
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configured to decrease the overall audio volume setting
based on the result of the face detection indicating that no
tace was detected 1n front of the first display and the second
display. In this aspect, additionally or alternatively, the result
ol the face detection may include an interpupillary distance
estimation, and the processor may be configured to deter-
mine a distance between the user and the mobile computing,
device based on the interpupillary distance estimation, and
adjust the overall audio volume setting based on the deter-
mined distance. In this aspect, additionally or alternatively,
the at least one speaker may be a first speaker 1n the first part
of the housing, and the second part of the housing includes

a second speaker.

Another aspect provides a mobile computing device com-
prising a housing having a first part and a second part, the
first part including a first display and a first forward facing
camera, and the second part including a second display and
a second forward facing camera, wherein the first part and
the second part are coupled by a hinge configured to permit
the first and second displays to rotate between angular
orientations from a face-to-face angular orientation to a
back-to-back angular orientation, at least one speaker
mounted 1n the housing, a sensor mounted 1n the housing
and configured to detected relative angular displacement
between the first and second parts of the housing, and a
processor configured to adjust a parameter of audio played
back on the at least one speaker based upon the detected
relative angular displacement. In this aspect, additionally or
alternatively, the parameter adjusted may be an overall
volume of the audio played back on the at least one speaker.
In this aspect, additionally or alternatively, the audio may
include a first audio stream and a second audio stream, and
the parameter adjusted may be a volume balance of the first
audio stream associated with a graphical user interface
clement displayed on the first display and the second audio
stream associated with a graphical user interface element
displayed on the second display. In this aspect, additionally
or alternatively, the at least one speaker may be a first
speaker 1n a first part of the housing, and the second part of
the housing may include a second speaker. In this aspect,
additionally or alternatively, the parameter adjusted may be
a balance of the audio played back on the first speaker and
the second speaker. In this aspect, additionally or alterna-
tively, the sensor may be a hinge angle sensor coupled to the
hinge. In this aspect, additionally or alternatively, the sensor
may include a pair of inertial measurement units respec-
tively positioned 1n each of the first and second parts of the
housing.

Another aspect provides a method comprising displaying
a first graphical user interface element having an associated
first audio stream on a first display included 1n a first part of
a housing of a mobile computing device, displaying a second
graphical user interface element having an associated second
audio stream on a second display included 1n a second part
of the housing, wherein the first part and the second part are
coupled by a hinge configured to permit the first and second
displays to rotate between angular orientations from a face-
to-face angular orientation to a back-to-back angular orien-
tation, capturing respective first and second 1mages via a first
forward facing camera included in the first part of the
housing and a second forward facing camera included 1n the
second part of the housing, performing face detection on the
first and second 1mages, adjusting an audio setting based on
a result of the face detection, and playing the first and second
audio streams out of at least one speaker mounted 1n the
housing based on the adjusted audio setting.
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It will be understood that the configurations and/or
approaches described herein are exemplary in nature, and
that these specific embodiments or examples are not to be
considered 1n a limiting sense, because numerous variations
are possible. The specific routines or methods described
herein may represent one or more ol any number of pro-
cessing strategies. As such, various acts 1illustrated and/or
described may be performed in the sequence illustrated
and/or described, 1n other sequences, in parallel, or omitted.
Likewise, the order of the above-described processes may be
changed.

The subject matter of the present disclosure includes all
novel and non-obvious combinations and sub-combinations
of the various processes, systems and configurations, and
other features, functions, acts, and/or properties disclosed
herein, as well as any and all equivalents thereof.

The mvention claimed 1s:

1. A mobile computing device comprising;:

a housing having a first part and a second part, the first
part including a first display and a first forward facing
camera, and the second part including a second display
and a second forward facing camera, wherein the first
part and the second part are coupled by a hinge con-

figured to permait the first and second displays to rotate
between angular orientations from a face-to-face angu-
lar orientation to a back-to-back angular orientation;

a sensor mounted 1n the housing and configured to mea-
sure a relative angular displacement between the first
and second parts of the housing;

at least one speaker mounted 1n the housing; and

a processor mounted 1n the housing and configured to
display a first graphical user interface element having
an associated first audio stream on the first display and
to display a second graphical user interface element
having an associated second audio stream on the sec-
ond display;

wherein the first and second forward facing cameras are
configured to capture respective first and second
images; and

the processor 1s configured to perform face detection on
the first and second images, adjust an audio setting
based on a result of the face detection, and play the first
and second audio streams out of the at least one speaker
based on the adjusted audio setting.

2. The mobile computing device of claim 1, wherein the
audio setting includes a volume balance setting that controls
a volume balance between the first and second audio
streams.

3. The mobile computing device of claim 2, wherein the
processor 1s configured to determine which display has a
user focus, and adjust the volume balance setting to increase
a relative volume of an audio stream associated with a user
focused display.

4. The mobile computing device of claim 3, wherein the
result of the face detection includes a gaze angle estimation,
and the processor 1s configured to determine the user
focused display based on the gaze angle estimation.

5. The mobile computing device of claim 4, wherein the
gaze angle estimation 1s computed by performing image
processing on the first and second 1mages and comparing a
position of eyes of the user 1n each of the first and second

images, taking into account the relative angular displace-
ment of the first part and the second part detected by the

SENSor.

6. The mobile computing device of claim 3, wherein the
processor 1s further configured to determine whether the
result of the face detection detected a face in the first image
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captured by the first camera and not in the second 1image, and
il so, then determine that the first display 1s the user focused
display.

7. The mobile computing device of claim 3, wherein the
processor 1s further configured to determine whether the
result of face detection detected a face in the second 1image
captured by the second camera and not 1n the first image, and
if so, then determine that the second display 1s the user
focused display.

8. The mobile computing device of claim 3, wherein

the processor 1s configured to detect which display has
user focus by determining that the relative angular
displacement 1s greater than a predetermined threshold
via the sensor; and

responsive to determining that the relative angular dis-
placement 1s greater than the predetermined threshold,
decrease a relative volume of the display that 1s not the
user focused display.

9. The mobile computing device of claim 3, wherein the

predetermined threshold 1s 180 degrees.

10. The mobile computing device of claim 1, wherein the
audio setting includes an overall audio volume setting for
the first and second audio streams.

11. The mobile computing device of claim 10, wherein the
processor 1s configured to decrease the overall audio volume
setting based on the result of the face detection indicating
that no face was detected 1n front of the first display and the
second display.

12. The mobile computing device of claim 10, wherein the
result of the face detection includes an iterpupillary dis-
tance estimation, and the processor 1s configured to deter-
mine a distance between the user and the mobile computing,
device based on the interpupillary distance estimation, and
adjust the overall audio volume setting based on the deter-
mined distance.

13. The mobile computing device of claim 1, wherein the
at least one speaker 1s a first speaker 1n the first part of the
housing, and the second part of the housing includes a
second speaker.

14. A mobile computing device comprising;

a housing having a first part and a second part, the first
part including a first display and a first forward facing
camera, and the second part including a second display
and a second forward facing camera, wherein the first
part and the second part are coupled by a hinge con-

figured to permit the first and second displays to rotate
between angular orientations from a face-to-face angu-
lar orientation to a back-to-back angular orientation;
at least one speaker mounted 1n the housing;
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a sensor mounted in the housing and configured to
detected relative angular displacement between the first
and second parts of the housing;

a processor configured to adjust a parameter of audio
played back on the at least one speaker based upon the
detected relative angular displacement; and

wherein the audio includes a first audio stream and a
second audio stream, and the parameter adjusted 1s a
volume balance of the first audio stream associated
with a graphical user interface element displayed on the
first display and the second audio stream associated
with a graphical user interface element displayed on the
second display.

15. The mobile computing device of claim 14, wherein the
parameter adjusted 1s an overall volume of the audio played
back on the at least one speaker.

16. The mobile computing device of claim 14, wherein the
at least one speaker 1s a first speaker 1n a first part of the
housing, and the second part of the housing includes a
second speaker.

17. The mobile computing device of claim 16, wherein the
parameter adjusted 1s a balance of the audio played back on
the first speaker and the second speaker.

18. The mobile computing device of claim 14, wherein the
sensor 1s a hinge angle sensor coupled to the hinge.

19. A method comprising:

displaying a first graphical user interface element having
an associated first audio stream on a first display
included i a first part of a housing of a mobile
computing device;

displaying a second graphical user interface element
having an associated second audio stream on a second
display included in a second part of the housing,
wherein the first part and the second part are coupled by
a hinge configured to permit the first and second
displays to rotate between angular orientations from a
face-to-face angular orientation to a back-to-back
angular orientation;

capturing respective first and second images via a first
forward facing camera included 1n the first part of the
housing and a second forward facing camera included
in the second part of the housing;

performing face detection on the first and second 1images;

adjusting an audio setting based on a result of the face
detection; and

playing the first and second audio streams out of at least
one speaker mounted in the housing based on the
adjusted audio setting.

¥ ¥ # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

