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FIG. 3A -
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OCCLUDE VIEW OF SECOND EYE VIA SEE-THROUGH DISPLAY
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FOR FIRST EYE, RECEIVE INDICATION OF USER-CONTROLLED OBJECT
ALIGNING WITH FIRST EYE REFERENCE OBJECT(S) VIEWABLE VIA THE HEAD-
MOUNTED DISPLAY DEVICE FROM A PERSPECTIVE OF THE FIRST EYE 310

DISPLAY VIRTUAL REFERENCE OBJECT(S) VIA SEE-THROUGH
DISPLAY
312

DETERMINE FIRST RAY INTERSECTING USER-CONTROLLED OBJECT AND FIRST
EYE REFERENCE OBJECT BASED ON PERSPECTIVE OF FIRST EYE 314

DETERMINE RAY INTERSECTING USER-CONTROLLED OBJECT AND
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FIG. 3B
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1
CALIBRATING A NEAR-EYE DISPLAY

BACKGROUND

Near-eye display technologies, such as head-mounted
display devices, may allow a user to experience immersive
virtual environments and/or a mix of real and virtual envi-
ronments. For example, some near-eye display devices may
utilize see-through displays that allow the presentation of
augmented reality experiences by displaying virtual objects
superimposed over a view of a real-world environment.

SUMMARY

Examples are disclosed herein that relate to calibrating a
stereoscopic see-through display for a user’s eyes. One
example provides, on a head-mounted display device includ-
ing a see-through display, a method including, for a first eye,
receiving an indication of alignment of a user-controlled
object with a first eye reference object viewable via the
head-mounted display device from a perspective of the first
eye, determining a first ray intersecting the user-controlled
object and the first eye reference object from the perspective
of the first eye, and determining a position of the first eye
based on the first ray. The method further includes, for a
second eye, recerving an indication of alignment of a user-
controlled object with a second eye reference object view-
able via the head-mounted display device from a perspective
of the second eye, determining a position of the second eye
based on the second ray, and calibrating the stereoscopic
display based on the position of the first eye and the position
of the second eve.

This Summary 1s provided to mftroduce a selection of
concepts 1 a simplified form that are further described
below 1n the Detailed Description. This Summary 1s not
intended to 1dentily key features or essential features of the
claimed subject matter, nor 1s 1t intended to be used to limait
the scope of the claimed subject matter. Furthermore, the
claimed subject matter 1s not limited to implementations that
solve any or all disadvantages noted in any part of this
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example eye position estimation
performed via an example head-mounted display device.

FIG. 2 illustrates another example of eye position esti-
mation via a head-mounted display device.

FIGS. 3A and 3B show a flow diagram depicting an
example method of calibrating a stereoscopic display for a

head-mounted display device.
FIG. 4 shows a block diagram of an example augmented

reality display system.

DETAILED DESCRIPTION

Head-mounted display devices may display virtual con-
tent via a near-eve display system by stereoscopically ren-
dering virtual content for the point of view of each of a
user’s eyes, such that the user may perceive the content as
a combined 1mage from slightly different perspectives. The
perspective for which each eye’s image 1s rendered depends
upon an estimated eye position of each eye of the user. If this
estimated eye position 1s not sufliciently accurate, the dis-
play experience may be less realistic or enjoyable.

Accordingly, examples are disclosed herein that relate to
estimating a user’s eye positions for calibrating a stereo-
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scopic near-eye display. Briefly, the disclosed examples
determine a position for each of the user’s eyes by receiving,
separately for each eye, an indication of a user-controlled
object aligning with a reference object viewable via a
head-mounted display device, determining a ray that inter-
sects the user-controlled object and the reference object, and
determining a position of the eye based on the ray. Further,
in some examples, a plurality of reference objects may be
displayed at different positions to form a plurality of rays,
and a location of convergence of the rays may be used to
determine the eye position.

FIG. 1 shows an example use scenario 100 1n which a user
102 1s wearing a head-mounted display device 104 and
performing an eye-position calibration process. The head-
mounted display device 104 1s displaying a hologram 106 as
a reference object for the user 102. It 1s noted that the
hologram 106 1s actually viewable to the user 102 through
the head-mounted display device 104 and not from the
perspective of FI1G. 1, but 1s shown 1n the perspective of FIG.
1 to 1llustrate the calibration process more clearly. The user
102 1s holding up a finger 108 such that the finger 108
appears to align with the hologram 106 from a perspective
of a selected eye of the user 102. The other eye of the user
1s 1solated, either by the user closing the other eye, or by the
head-mounted display device 104 being controlled to
occlude the view of the other eye. To determine alignment,
the head-mounted display device 104 may detect, for
example, whether the finger 108 1s within a predetermined
range of threshold distances from the hologram 106, and
whether the finger 108 1s being held 1n a sufliciently 1mmo-
bile manner. If both conditions are met, the head-mounted
display device 104 may take measurement(s) to determine
the position of the finger 108. As another example, the user
102 may indicate to the head-mounted display device 104
via a user input that the finger 108 1s aligned with the
hologram 106. Upon receiving confirmation of alignment,
the head-mounted display device 104 may determine a ray
intersecting hologram 106 and finger 108, and determine the
estimated eye position via the ray, e.g. by a location at which
the ray intersects an estimated plane passing through the eye.

The estimated eye position may include any suitable
positional data. For example, in some implementations, the
estimated eye position may be expressed simply as an
x-position along an axis that extends between the eyes. In
other implementations, the estimated eye position may also
include a y-position (a distance along the axis orthogonal to
the x-axis and parallel to the vertical axis of the user’s head).
Further, where multiple rays are used to perform the esti-
mation, an estimated z-position of the eye (e.g. a distance
along the axis orthogonal to the x- and y-axes away from the
near-eye display) may be determined by a location of the
convergence of the rays. Where a single ray 1s used to
perform the estimation, the z position of the eye may be
pre-set, or may be calibrated for the user 1n another manner.

The hologram 106 displayed as the reference object may
have any suitable form. In FIG. 1, the hologram 106 takes
the form of a ring, and the user 102 may position a tip of the
finger 108 inside a center of the holographic ring as a
condition of alignment. In other examples, the hologram
may take the form of a line with which the user may align
a finger, or other form. In yet other examples, the reference
object may be a real-world object, instead of a displayed
hologram. In such examples, the user 102 may align the
finger 108 with the real-world object by occluding the
real-world object with the finger 108 or other user-controlled
object (e.g. a handheld object) from a perspective of the eye.
Further, the head-mounted display device 104 may track a
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position of the real-world object relative to the position and
orientation of the head-mounted display device 104, for
example via 1image data acquired by image sensors and/or
data acquired by other on-board sensors, such as an 1nertial
measurement unit.

A user may confirm the alignment of the reference object
to the user-controlled object via any suitable user input. For
example, the user may mput the indication of alignment via
a mechanical actuator or touch sensor on the head-mounted
display device 104, speech mput, or body part gesture (e.g.
hand motion or posture, verbal command, blinking of eye,
etc.) as detectable via a suitable sensor on the head-mounted
display device 104, such as an image sensor and/or 1nertial
measurement unit.

The head-mounted display device 104 may include any
suitable sensors for performing the eye position determina-
tion process. For example, the head-mounted display device
104 may include one or more outward-facing 1image sensors
configured to acquire image data of the real-world back-
ground scene. Examples of such image sensors may include,
but are not limited to, depth sensor systems (e.g. time-oi-
tlight or structured light camera(s)), stereo camera systems,
visible-light 1mage sensors, and infrared image sensors. The
head-mounted display device 104 may utilize image data
from such image sensors to 1dentily real-world objects, such
as the finger 108 or other user-controlled objects, and/or
real-world reference objects.

As mentioned above, in some examples the head-mounted
display device 104 may utilize a plurality of reference
objects to determine a corresponding plurality of rays for
cach eye 1n a calibration process. The use of a plurality of
rays may allow the position of the eye to be determined more
accurately compared to the use of a single ray. FIG. 2 shows
a schematic overhead view of a calibration process for a
head-mounted display device 200 being worn by a user 202.
Similar to the example of FIG. 1, the user 202 aligns, using
the left eye, a user-controlled object (1n this case the user’s
finger 210) with a first reference object 204. The user
confirms the alignment at time T1, and the head-mounted
display device 200 then determines a first ray R1 that
intersects the first reference object 204 and the finger 210.
Next, the user 202 moves the finger 210 to a second position
to align the finger, again using the left eye, with a second
reference object 206. The user confirms the alignment at
time 12, and the head-mounted display device 200 deter-
mines a second ray R2 intersecting the second reference
object 206 and the finger 212 at the second position.
Similarly, the user next aligns finger 210 with a third
reference object 208 from a perspective of the left eye, and
confirms alignment at time 13. The head-mounted display
device 200 then determines a third ray R3 intersecting the
third reference object 208 and the finger 214.

After determining the rays, the head-mounted display
device 200 may determine a position of the user’s left eye
based on a location of convergence 216 of the plurality of
rays R1, R2, and R3. The location of convergence 216 may
represent the center of rotation of the left eye, the optical
center of the left eye, or other anatomical or optical feature
of the eye. The location of convergence 216 may further be
refined by applying pruning and/or averaging techniques to
the plurality of rays and their intersections, such as a random
sample consensus (RANSAC) technique or other suitable
technique. The above steps may then be repeated for the
user’s right eye to determine a position of the right eye. It
will be understood that the number of reference objects and
rays shown in FIG. 2 1s presented for the purpose of
example, and that any suitable number of one or more
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4

rays/reference objects may be utilized to determine the
position of each eye for stereoscopic display calibration.

FIG. 3 15 a flow diagram illustrating an example method
300 of calibrating a stereoscopic display on a head-mounted
display device. Method 300 includes, at 302, 1solating a first
cye so that the user can align a reference object with a
user-controlled object via the 1solated first eye. Any suitable
method may be used to 1solate the first eye. For example, the
head-mounted display device may output instructions (e.g.
via the see-through display device, via one or more speakers,
or in any other suitable manner) to the user to perform
alignment with the first eye and not a second eye. Alterna-
tively, the first eye may be 1solated by physically occluding
a view of the second eye. For example, the head-mounted
display device may output instructions to the user to close a
second eye, as indicated at 304. As another example, the
head-mounted display device may occlude a view of the
second eye via the see-through display, at 306. It will be
understood that physical occlusion of the second eye 1s
optional and 1s not necessary to 1solate the first eye, e.g. 1n
the case where the user 1s simply nstructed to perform the
alignment from the perspective of the first eye.

Method 300 further includes, for the first eye, receiving an
indication of a user-controlled object being aligned with a
first eye reference object viewable via the head-mounted
display device from a perspective of the first eye. Any
suitable object may be utilized as the user-controlled object,
such as a user body part (e.g. a finger, as described in regard
to FIG. 1 and FIG. 2) or an object held by the user. Likewise,
the first eye reference object may be a displayed virtual
object or a physical object 1n the real-world background
scene, as described above. In examples where a physical
object 1s used as a reference object, the head-mounted
display device may be configured to recognize and track the
position of the physical object with respect to the position of
the head-mounted display device. As mentioned above, a
plurality of first eye reference objects may be displayed in
some examples. In such examples, the user may sequentially
indicate alignment of a user-controlled object with each first
eye reference object.

Where the reference object 1s a real-world physical object
viewable through the see-through display device, the refer-
ence object may be selected in any suitable manner. For
example, a user may choose a reference object by pointing
to the reference object, touching the reference object, etc.,
and the user indication may be detected via an outward-
facing image sensor. As another example, the head-mounted
display device may 1dentily one or more suitable physical
reference objects via 1mage feature analysis, and then dis-
play virtual imagery to highlight a physical object to be used
as the reference object. Examples of suitable physical ret-
erence objects include, but are not limited to, straight lines,
corners, and other simple geometric features in the real-
world background (e.g. where a wall meets a window, a
frame of a door, an edge of a picture, a corner between two
walls, etc.).

Once alignment has been achieved, the user may indicate
the alignment via a user mput. Where multiple reference
objects are used, the user may perform the alignment
sequentially for the multiple reference objects.

Continuing, method 300 further includes, at 312, deter-
mining a ray intersecting the user-controlled object and the
first eye reference object based on a perspective of the first
eye. Where multiple reference objects are used for the first
eye, method 300 may include determining such a ray for
cach reference object, thereby forming a first plurality of
rays, at 314. Once a ray has been determined for each
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reference object, method 300 may then include determining,
an estimated position of the first eye based on the first ray,
at 316 (ec.g. based upon where the first ray intersects an
estimated plane that intersects the first eye), and/or based on
a location of convergence of the first plurality of rays, at 318.

Continuing with FIG. 3B, method 300 further includes
1solating a second eye, at 320. As described above, this may
include instructing the user to close the first eye, at 322,
and/or occluding a view of the first eye via the see-through
display, at 324. Method 300 further includes, at 326, receiv-
ing an indication of the user-controlled object aligning with
one or more second eye reference object(s) from a perspec-
tive of the second eye, wherein each reference object may be
a physical object, or a displayed virtual object 328. Upon
receiving 1indication of alignment, method 300 further
includes, at 330, determining a ray intersecting the user-
controlled object and the second eye reference object from
a perspective of the second eye. Where a plurality of
reference objects 1s sequentially aligned, this may include, at
332, determining an intersecting ray for each reference
object to form a second plurality of rays. Method 300 then
includes, at 334, determining an estimated position of the
second eye based upon the ray. Where multiple rays are
used, the estimated position may be based on a location of
convergence of the second plurality of rays, as indicated at
336.

Once the estimated positions for the first and second eyes
have been determined, method 300 includes calibrating a
stereoscopic display based on the determined position of the
first eye and the position of the second eye, at 338. As a
non-limiting example, the head-mounted display device may
calculate an mterpupillary distance based on the positions of
the first eye and the second eye. Such calibration may help
the head-mounted display device to appropriately render
stereoscopic 1magery for the wearer.

The examples described above may be implemented via
any suitable device. FIG. 4 shows a block diagram of an
example head-mounted display system 400. The display
system 400 includes one or more lenses 402 that form a part
of a see-through display subsystem 404, such that images
may be displayed via lenses 402 (e.g. via projection onto
lenses 402, waveguide system(s) incorporated into lenses
402, and/or 1n any other suitable manner). The display
system 400 further includes one or more outward-facing
image sensors 406 configured to acquire 1mages of a real-
world environment being viewed by a user, and may include
one or more microphones 408 configured to detect sounds,
such as voice commands from a user or ambient sounds. The
outward-facing image sensors 406 may include one or more
depth sensor(s) and/or one or more two-dimensional image
sensor(s) (e.g. RGB 1mmage sensors and/or infrared image
sensors). In other examples, the head-mounted display sys-
tem 400 may display augmented reality images via a view-
finder mode for an outward-facing image sensor, rather than
via a see-through display subsystem.

The display system 400 may further include a gaze
detection subsystem 410 configured to detect a gaze of a
user. The gaze detection subsystem 410 may be configured
to determine gaze directions of each of a user’s eyes 1n any
suitable manner. For example, 1n the depicted embodiment,
the gaze detection subsystem 410 comprises one or more
glint sources 412, such as infrared light sources configured
to cause a glint of light to reflect from each eyeball of a user,
and one or more 1image sensor(s) 414, such as inward-facing
sensors, configured to capture an 1image of each eyeball of
the user. Changes in the glints from the user’s eyeballs
and/or a location of a user’s pupil as determined from 1mage
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data gathered via the image sensor(s) 414 may be used to
determine a direction of gaze. Further, a location at which
gaze lines projected from the user’s eyes may be used to
determine an object at which the user 1s gazing (e.g. a
displayed virtual object and/or real-world object). The gaze
detection subsystem 410 may have any suitable number and
arrangement of light sources and image sensors. In other
examples, the gaze detection subsystem 410 may use any
other suitable gaze tracking technology, or may be omitted.

The display system 400 also may include additional
sensors, as mentioned above. For example, the display
system 400 may include non-imaging sensor(s) 416,
examples of which may include but are not limited to an
accelerometer, a gyroscopic sensor, a global positioning
system (GPS) sensor, and an inertial measurement unit
(IMU). Such sensor(s) may help to determine the position,
location, and/or orientation of the display device within the
environment, which may help provide accurate 3D mapping
of the real-world environment for use 1n displaying image
data appropnately 1n an augmented reality setting.

Motion sensors, as well as microphone(s) 408 and the
gaze detection subsystem 410, also may be employed as user
input devices, such that a user may interact with the display
system 400 via gestures of the eye, neck and/or head, as well
as via verbal commands. It will be understood that the
sensors 1illustrated in FIG. 4 are shown for the purpose of
example and are not intended to be limiting 1n any manner,
as any other suitable sensors and/or combination of sensors
may be utilized.

The display system 400 further includes one or more
speaker(s) 418, for example to provide audio outputs to a
user for user interactions. The display system 400 further
includes a controller 420 having a logic subsystem 422 and
a storage subsystem 424 1n communication with the sensors,
the gaze detection subsystem 410, the see-through display
subsystem 404, and/or other components. The storage sub-
system 424 comprises instructions stored thereon that are
executable by the logic subsystem 422, for example, to
display reference objects in an eye position calibration
process, to receive and interpret inputs from the sensors, to
identify real objects 1n an augmented reality field of view
(e.g. reference object(s) or a user-controlled object), to
determine one or more ray(s) intersecting the user-controlled
object and each reference object based on a perspective of
cach eye, to determine a position of each eye, and to
calibrate a stereoscopic display based on the position of each
eye, among other tasks.

The logic subsystem 422 includes one or more physical
devices configured to execute instructions. For example, the
logic subsystem 422 may be configured to execute instruc-
tions that are part ol one or more applications, services,
programs, routines, libraries, objects, components, data
structures, or other logical constructs. Such nstructions may
be implemented to perform a task, implement a data type,
transform the state of one or more components, achieve a
technical effect, or otherwise arrive at a desired result.

The logic subsystem 422 may include one or more
processors configured to execute soltware instructions.
Additionally or alternatively, the logic subsystem 422 may
include one or more hardware or firmware logic subsystems
configured to execute hardware or firmware instructions.
Processors of the logic subsystem 422 may be single-core or
multi-core, and the instructions executed therecon may be
configured for sequential, parallel, and/or distributed pro-
cessing. Individual components of the logic subsystem 422
optionally may be distributed among two or more separate
devices, which may be remotely located and/or configured
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for coordinated processing. Aspects of the logic subsystem
422 may be virtualized and executed by remotely accessible,
networked computing devices configured in a cloud-com-
puting configuration.

The storage subsystem 424 includes one or more physical
devices configured to hold instructions executable by the
logic subsystem 422 to implement the methods and pro-
cesses described herein. When such methods and processes
are implemented, the state of the storage subsystem 424 may
be transiformed—e.g., to hold different data.

The storage subsystem 424 may include removable and/or
built-in devices. The storage subsystem 424 may include
optical memory (e.g., CD, DVD, HD-DVD, Blu-Ray Disc,
etc.), semiconductor memory (e.g., RAM, EPROM,
EEPROM, etc.), and/or magnetic memory (e.g., hard-disk
drive, floppy-disk drive, tape drive, MRAM, etc.), among
others. The storage subsystem 424 may include volatile,
nonvolatile, dynamic, static, read/write, read-only, random-
access, sequential-access, location-addressable, file-ad-
dressable, and/or content-addressable devices.

It will be appreciated that the storage subsystem 424
includes one or more physical devices. However, aspects of
the mstructions described herein may be propagated by a
communication medium (e.g., an electromagnetic signal, an
optical signal, etc.) that 1s not held by a physical device for
a finite duration.

Aspects of the logic subsystem 422 and the storage
subsystem 424 may be integrated together into one or more
hardware-logic components. Such hardware-logic compo-
nents may include field-programmable gate arrays (FPGAs),
program- and application-specific integrated circuits (PA-
SIC/ASICs), program- and application-specific standard
products (PSSP/ASSPs), system-on-a-chip (SOC), and com-
plex programmable logic devices (CPLDs), for example.

The see-through display subsystem 404 may be used to
present a visual representation of data held by the storage
subsystem 424. This visual representation may take the form
of a graphical user interface (GUI) comprising volumetric
image data. As the herein described methods and processes
change the data held by the storage subsystem, and thus
transform the state of the storage subsystem, the state of the
see-through display subsystem 404 may likewise be trans-
formed to visually represent changes in the underlying data.
The see-through display subsystem 404 may include one or
more display devices utilizing virtually any type of technol-
ogy. Such display devices may be combined with the logic
subsystem 422 and/or the storage subsystem 424 1n a shared
enclosure, or such display devices may be peripheral display
devices.

The communication subsystem 426 may be configured to
communicatively couple the display system 400 with one or
more other computing devices. The communication subsys-
tem 426 may include wired and/or wireless communication
devices compatible with one or more diflerent communica-
tion protocols. As non-limiting examples, the communica-
tion subsystem 426 may be configured for communication
via a wireless telephone network, or a wired or wireless
local- or wide-area network. In some embodiments, the
communication subsystem 426 may allow the display sys-
tem 400 to send and/or receive messages to and/or from
other devices via a network such as the Internet.

It will be appreciated that the depicted display system 400
1s described for the purpose of example, and thus 1s not
meant to be limiting. It 1s to be further understood that the
display system may include additional and/or alternative
sensors, cameras, microphones, input devices, output
devices, etc. than those shown without departing from the
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scope of this disclosure. For example, the display system
400 may be implemented as a virtual realty display system
rather than an augmented reality system. Additionally, the
physical configuration of a display device and its various
sensors and subcomponents may take a variety of different
forms without departing from the scope of this disclosure.
Further, 1t will be understood that the methods and processes
described herein may be implemented as a computer-appli-
cation program or service, an application-programming
interface (API), a library, and/or other computer program
product. Such computer program products may be execut-
able locally on the display system 400 or other suitable
display system, or may be executable remotely on a com-
puting system in communication with the display system
400.

Another example provides, on a head-mounted display
device comprising a see-through display, a method of cali-
brating a stereoscopic display for a user’s eyes, the method
comprising, for a first eye, receiving an 1ndication of align-
ment of a user-controlled object with a first eye reference
object viewable via the head-mounted display device from a
perspective of the first eye, determining a first ray intersect-
ing the user-controlled object and the first eye reference
object from the perspective of the first eye, and determining
a position of the first eye based on the first ray, and for a
second eye, receiving an indication of alignment of a user-
controlled object with a second eye reference object view-
able via the head-mounted display device from a perspective
of the second eye, determining a second ray intersecting the
user-controlled object and the second eye reference object
from the perspective of the second eye, and determining a
position of the second eye based on the second ray, and
calibrating the stereoscopic display based on the position of
the first eye and the position of the second eye. The position
of the first eye and the position of the second eye each may
additionally or alternatively include one or more of an
X-position, a y-position, and a z-position. The user-con-
trolled object may additionally or alternatively include a
body part of the user. One or more of the first eye reference
object and the second eye reference object may additionally
or alternatively include a hologram displayed via the see-
through display. One or more of the first eye reference object
and the second eye reference object may additionally or
alternatively include a real-world object. The method may
additionally or alternatively include receiving an additional
indication of alignment of a user-controlled object aligning
with an additional reference object for the first eye, deter-
mining an additional ray intersecting the user-controlled
object and the additional reference object to form a plurality
of rays from the perspective of the first eye, and determining
the position of the first eye based on a location of conver-
gence of the plurality of rays. The method may additionally
or alternatively include 1solating each of the first eye and the
second eye by instructing the user to close the other of the
first eye and the second eye. The method may additionally
or alternatively include 1solating each of the first eye and the
second eye by occluding a view of the other of the first eye
and the second eye via the see-through display.

Another example provides a head-mounted display
device, comprising a depth 1mage sensor, a see-through
display configured to display virtual content and through
which a real-world background scene 1s viewable, a logic
subsystem, and a storage subsystem comprising instructions
executable by the logic subsystem to, for a first eye, for each
reference object of a first plurality of reference objects
viewable via the head-mounted display device, receive an
indication of alignment of a user-controlled object with the
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reference object, and determine a ray intersecting the user-
controlled object and the reference object, to form a first
plurality of rays based on a perspective of the first eye,
estimate a location of convergence of the first plurality of
rays, and determine a position of the first eye based on the
location of convergence of the first plurality of rays, for a
second eye, for each reference object of a second plurality
ol reference objects viewable via the head-mounted display
device, receive an indication of alignment of a user-con-
trolled object with the reference object, and determine a ray
intersecting the user-controlled object and the reference
object to form a second plurality of rays based on a per-
spective of the second eye, estimate a location of conver-
gence of the second plurality of rays, and determine a
position of the second eye based on the location of conver-
gence of the second plurality of rays, and calibrate the
stereoscopic display for the user’s eyes based on the position
of the first eye and the position of the second eye. The
position of the first eye and the position of the second eye
cach may additionally or alternatively include one or more
of an x-position, a y-position, and a z-position. The user-
controlled object may additionally or alternatively include a
body part of the user. One or more of the first plurality of
reference objects and the second plurality of reference
objects may additionally or alternatively include a hologram
displayed via the see-through display. The instructions may
additionally or alternatively be executable to display each
hologram of the first plurality of reference objects sequen-
tially and each hologram of the second plurality of reference
objects sequentially. One or more of the first plurality of
reference objects and the second plurality of reference
objects may additionally or alternatively include a real-
world object. The mstructions may additionally or alterna-
tively be executable to i1solate each of the first eye and the
second eye by occluding a view of the other of the first eye
and the second eye via the see-through display.

Another example provides a head-mounted display
device, comprising a depth image sensor, a see-through
display configured to display virtual content and through
which a real-world background scene 1s viewable, a logic
subsystem, and a storage subsystem comprising instructions
executable by the logic subsystem to, for a first eye, sequen-
tially display a first plurality of holograms wvia the see-
through display, for each hologram of the first plurality of
holograms, receive an indication of alignment of a user-
controlled object with the hologram, and determine a ray
intersecting the user-controlled object and the hologram to
form a first set of rays based on a perspective of the first eye,
estimate a location of convergence of the first set of rays, and
determine a position of the first eye based on the location of
convergence of the first set of rays, for a second eye,
sequentially display a second plurality of holograms via the
see-through display, for each hologram of the second plu-
rality of holograms, receive an indication of alignment of a
user-controlled object with the hologram, and determine a
ray intersecting the user-controlled object and the hologram
to form a second set of rays based on a perspective of the
second eye, estimate a location of convergence of the second
set of rays, and determine a position of the second eye based
on the location of convergence of the second set of rays, and
calibrate the stereoscopic display for the user’s eyes based
on the position of the first eye and the position of the second
eye. The position of the first eye and the position of the
second eye each may additionally or alternatively include
one or more of an x-position, a y-position, and a z-position.
The user-controlled object may additionally or alternatively
include a finger of the user. The instructions may addition-
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ally or alternatively be executable to display each hologram
by displaying a ring, and detect the finger aligning with the
hologram by detecting a tip of the finger positioned within
the ring. The mstructions may additionally or alternatively
be executable to calibrate the stereoscopic display via an
interpupillary distance based on the position of the first eye
and the position of the second eye.

It will be understood that the configurations and/or
approaches described herein are exemplary in nature, and
that these specific embodiments or examples are not to be
considered 1n a limiting sense, because numerous variations
are possible. The specific routines or methods described
herein may represent one or more ol any number of pro-
cessing strategies. As such, various acts 1illustrated and/or
described may be performed in the sequence illustrated
and/or described, 1n other sequences, 1n parallel, or omitted.
Likewise, the order of the above-described processes may be
changed.

The subject matter of the present disclosure includes all
novel and nonobvious combinations and subcombinations of
the various processes, systems and configurations, and other
features, functions, acts, and/or properties disclosed herein,
as well as any and all equivalents thereof.

The mvention claimed 1s:

1. On a head-mounted display device comprising a see-
through stereoscopic display and memory storing instruc-
tions executable by a logic subsystem, a method of calibrat-
ing the see-through stereoscopic display for a user’s eyes,
the method comprising:

for a first eye,

receiving lirst eye 1mage data from one or more 1mage
sensors, the first eye 1image data comprising an image
of a user-controlled object for the first eye, the
user-controlled object for the first eye comprising a
body part of the user or an object held by the user,

receiving a user mput indicating an alignment of the
user-controlled object for the first eye with a first eye
reference object viewable via the head-mounted dis-
play device from a perspective of the first eye,

determining via the first eve image data a first ray
intersecting the user-controlled object for the first
eye and the first eye reference object from the
perspective of the first eye, and

determining a position of the first eye based on a
location at which the first ray intersects a plane
passing through the first eye;

separately, for a second eye,

receiving second eye 1image data from the one or more
image sensors, the second eye image data compris-
ing an image of a user-controlled object for the
second eye, the user-controlled object for the second
eye comprising the body part of the user, another
body part of the user, or the object held by the user,

receiving a user iput indicating an alignment of the
user-controlled object for the second eye with a
second eye reference object viewable via the head-
mounted display device from a perspective of the
second eye,

determining via the second eye 1image data a second ray
intersecting the user-controlled object for the second
eye and the second eye reference object from the
perspective of the second eye, and

determining a position of the second eye based on a
location at which the second ray intersects a plane
passing through the second eye;
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calibrating the see-through stereoscopic display based on
the position determined for the first eye and the position
determined for the second eye; and

displaying a sterecoscopic image comprising a first eye
image and a second eye 1mage based on calibrating.

2. The method of claim 1, wherein the position deter-
mined for the first eye and the position determined for the
second eye each comprises an x-position, a y-position, and
a z-position.

3. The method of claim 1, wherein the user-controlled
object for the first eye and the user-controlled object for the
second eye each comprises a finger of the user.

4. The method of claim 1, wherein one or more of the first
eye reference object and the second eye reference object
comprises a hologram displayed via the see-through stereo-
scopic display.

5. The method of claim 1, wherein one or more of the first
eye reference object and the second eye reference object
comprises a real-world object.

6. The method of claim 1, further comprising,

receiving an additional user input indicating an alignment
of a user-controlled object with an additional reference
object for the first eye,

determining an additional ray intersecting the user-con-
trolled object and the additional reference object to
form a plurality of rays from the perspective of the first
eye, and

determining the position of the first eye based on a
location of convergence of the plurality of rays.

7. The method of claim 1, further comprising 1solating
cach of the first eye and the second eye by instructing the
user to close the other of the first eye and the second eye.

8. The method of claim 1, further comprising 1solating
cach of the first eye and the second eye by occluding a view
of the other of the first eye and the second eye via the
see-through stereoscopic display.

9. A head-mounted display device, comprising:

a depth 1mage sensor;

a see-through stereoscopic display configured to display
virtual content and through which a real-world back-
ground scene 1s viewable;

a logic subsystem; and

a storage subsystem comprising instructions executable
by the logic subsystem to,
for a first eye,

recerve first eye 1mage data from the depth image
sensor, the first eye 1mage data comprising an
image of a user-controlled object for the first eye,
the user-controlled object for the first eye com-
prising a body part of the user or an object held by
the user,

for each reference object of a first plurality of ret-
erence objects viewable via the head-mounted
display device, receive a user input indicating an
alignment of the user-controlled object for the first
eye with the reference object, and determine a ray
intersecting the user-controlled object for the first
eye and the reference object, to form a first plu-
rality of rays based on a perspective of the first
eye,

estimate a location of convergence of the first plu-
rality of rays, and

determine a position of the first eye based on the
location of convergence of the first plurality of
rays;

separately, for a second eye,
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receive second eye 1mage data from the depth 1mage
sensor, the second eye 1image data comprising an
image ol a user-controlled object for the second
eye, the user-controlled object for the second eye
comprising the body part of the user, another body
part of the user, or the object held by the user,

for each reference object of a second plurality of
reference objects viewable via the head-mounted
display device, recetve a user mput indicating an
alignment of the user-controlled object for the
second eye with the reference object, and deter-
mine a ray intersecting the user-controlled object
for the second eye and the reference object to form
a second plurality of rays based on a perspective
of the second eye,

estimate a location of convergence of the second
plurality of rays, and

determine a position of the second eye based on the
location of convergence of the second plurality of
rays;

calibrate the see-through stereoscopic display for the

user’s eyes based on the position determined for the

first eye and the position determined for the second

eye; and

display a stereoscopic image comprising a first eye

image and a second eye 1mage based on calibrating

the see-through stereoscopic display.

10. The head-mounted display device of claim 9, wherein
the position determined for the first eye and the position
determined for the second eye each comprises an x-position,
a y-position, and a z-position.

11. The head-mounted display device of claim 9, wherein
the user-controlled object for the first eye and the user-
controlled object for the second eye each comprises a finger
of the user.

12. The head-mounted display device of claim 9, wherein
one or more of the first plurality of reference objects and the
second plurality of reference objects comprises a hologram
displayed via the see-through stereoscopic display.

13. The head-mounted display device of claim 12,
wherein the instructions are executable to display each
hologram of the first plurality of reference objects sequen-
tially and each hologram of the second plurality of reference
objects sequentially.

14. The head-mounted display device of claim 9, wherein
one or more of the first plurality of reference objects and the
second plurality of reference objects comprises a real-world
object.

15. The head-mounted display device of claim 9, wherein
the 1nstructions are executable to 1solate each of the first eye
and the second eye by occluding a view of the other of the
first eye and the second eye via the see-through stereoscopic
display.

16. A head-mounted display device, comprising:

a depth 1mage sensor;

a see-through stereoscopic display configured to display
virtual content and through which a real-world back-
ground scene 1s viewable;

a logic subsystem; and

a storage subsystem comprising instructions executable
by the logic subsystem to
for a first eye,

sequentially display a first plurality of holograms via
the see-through display,

receive first eye image data from the depth image
sensor, the first eye 1image data comprising an
image of a user-controlled object for the first eye,
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the user-controlled object for the first eye com-
prising a body part of the user or an object held by
the user,

for each hologram of the first plurality of holograms,
receive a user input indicating an alignment of the
user-controlled object for the first eye with the
hologram, and determine a ray intersecting the
user-controlled object for the first eye and the

hologram to form a first set of rays based on a
perspective of the first eye,

estimate a location of convergence of the first set of
rays, and

determine a position of the first eye based on the
location of convergence of the first set of rays;

separately, for a second eye,

sequentially display a second plurality of holograms
via the see-through display,

recerve second eye 1mage data from the depth image
sensor, the second eye 1image data comprising an
image ol a user-controlled object for the second
eye, the user-controlled object for the second eye
comprising the body part of the user, another body
part of the user, or the object held by the user,

for each hologram of the second plurality of holo-
grams, receive a user mput indicating an align-
ment of the user-controlled object for the second
cye with the hologram, and determine a ray inter-
secting the user-controlled object for the second
eye and the hologram to form a second set of rays
based on a perspective of the second eye,
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estimate a location of convergence of the second set
of rays, and
determine a position of the second eye based on the
location of convergence of the second set of rays;
calibrate the see-through sterecoscopic display for the
user’s eyes based on the position determined for the
first eye and the position determined for the second
eye; and
display a stereoscopic image comprising a first eye
image and a second eye 1image based on calibrating
the see-through stereoscopic display.

17. The head-mounted display device of claim 16,
wherein the position determined for the first eye and the
position determined for the second eye each comprises one
or more of an X-position, a y-position, and a z-position.

18. The head-mounted display device of claim 16,
wherein the user-controlled object for the first eye and the
user-controlled object for the second eye each comprises a
finger of the user.

19. The head-mounted display device of claim 18,
wherein the instructions are executable to display each
hologram by displaying a ring, and detect the finger aligning
with the hologram by detecting a tip of the finger positioned
within the ring.

20. The head-mounted display device of claim 16,
wherein the instructions are executable to calibrate the
see-through stereoscopic display via an mterpupillary dis-
tance based on the position determined for the first eye and
the position determined for the second eyve.
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