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EVENT-BASED VEHICLE POSL
ESTIMATION USING MONOCHROMATIC
IMAGING

TECHNICAL FIELD

The present disclosure relates to computer driven vehicle
pose estimation, and more particularly, to event-based
vehicle pose estimation using monochromatic 1imaging.

BACKGROUND

In enclosed spaces such as parking garages, accurate
detection and localization of vehicles are imperative for
terminal tratlic control and other applications where a cen-
tralized terminal localizes and routes vehicle traflic. Such
localization will be particularly important when autonomous
vehicles are commonplace. One problem 1n traflic manage-
ment 1s signal transmission 1n closed spaces like parking
garages. Accurate position, dimensions, and orientation of
the vehicle are needed to correctly route the vehicles inside
tight indoor spaces. In many structure interiors, Global
Positioning System (GPS) signals are often unreceivable and
cannot provide usable vehicle localization information. This
1s problematic because accurate detection and localization of
vehicles are imperative for applications such as terminal
traflic control where the terminal localizes and routes the
vehicles to stations.

Some conventional localization systems may use sensory
systems that include RGB cameras, LiDAR, or other sensory
equipment to 1dentily moving objects as vehicles, and pro-
vide pose estimation that orients the detected objects and
tracks vehicle trajectories. Sensor-based approaches to
vehicle pose estimation are often costly due to the need for
multiple sophisticated cameras and sensors.

Continuously trying to detect vehicles 1s power consum-
ing and ineffective when garage tratlic flow 1s very low.
Other design approaches have included integrating sensors
in the vehicles instead of mounting cameras 1n the garage
interior space. Such implementations may be cost prohibi-
tive, and may not be usable for long periods at times where
the vehicle 1s parked for extended periods, because the
camera systems are always recording and using battery
resources. Reduced energy camera-based systems that use
monochromatic cameras have also been considered, but with
existing monochromatic camera-based detection methods,
vehicles at a farther distance with respect to the camera
location cannot be accurately detected and localized 1n a
world coordinate system.

It 1s with respect to these and other considerations that the
disclosure made herein i1s presented.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description 1s set forth with reference to the
accompanying drawings. The use ol the same reference
numerals may indicate similar or identical items. Various
embodiments may utilize elements and/or components other
than those illustrated 1n the drawings, and some elements
and/or components may not be present in various embodi-
ments. Elements and/or components 1n the figures are not
necessarlly drawn to scale. Throughout this disclosure,
depending on the context, singular and plural terminology
may be used interchangeably.

FIG. 1 depicts an example environment 1 which tech-
niques and structures for providing the systems and methods
disclosed herein may be implemented.
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FIG. 2 illustrates an example optical flow map from an
unsupervised optical flow prediction network 1n accordance

with the present disclosure.

FIG. 3 1illustrates a block diagram of an example com-
puting system for operating the unsupervised optical flow
prediction network 1n accordance with the present disclo-
sure.

FIG. 4 depicts a block diagram of the unsupervised optical
flow prediction network of FIG. 3 in accordance with the
present disclosure.

FIG. 5 depicts an optical flow color map and a pixel-level
event mask 1n accordance with the present disclosure.

FIG. 6 1llustrates an example output of a vehicle model
and Roll-Pitch-Yaw (RPY) prediction network in accor-
dance with the present disclosure.

FIG. 7 illustrates an example vehicle RPY prediction
network 1n accordance with the present disclosure.

FIG. 8 depicts a functional block diagram of a method for
in accordance with the present disclosure.

DETAILED DESCRIPTION

ITlustrative Embodiments

The disclosure will be described more fully heremnafter
with reference to the accompanying drawings, in which
example embodiments of the disclosure are shown, and not
intended to be limiting.

FIG. 1 depicts an example environment in which tech-
niques and structures for providing the systems and methods
disclosed herein may be implemented. One of the major
problems 1n trathc management 1s closed spaces. FIG. 1
depicts an example garage-like space 100 in which a vehicle
105 in which a vehicle 105 may operate. In a garage-like
space, GPS often 1s not functional and cannot provide
vehicle localization mformation that may be usable to con-
trol stations for managing trailic inside of the closed envi-
ronment. The difhiculty of sending and receirving signals
from these closed spaces i1s problematic because accurate
detection and localization of the vehicle 105 can be impera-
tive for applications such as terminal traflic control, where a
terminal localizes and routes the vehicle 103 to a station (not
shown 1n FIG. 1) for parking, services such as recharging,
maintenance, pickup/dropoil, etc. Some conventional local-
1zation systems may use sensory systems that can include
RGB cameras, LiDAR, and other sensory equipment to
identily moving objects as vehicles, provide pose estimation
for orienting the detected objects and tracking trajectory.
Such sensory approaches to vehicle pose estimation 1s costly
due to the need for multiple cameras and sensors, as they are
typically disposed at multiple viewing points inside of the
closed space.

As shown 1n FIG. 1, a monochromatic camera 110 may be
disposed at one or more viewing locations to capture 1images
of vehicles operating within a field of view 120 of the
monochromatic camera 110. Some conventional localization
systems may use sensory systems that can include RGB
cameras, L1DAR, and other sensory equipment to identity
moving objects as vehicles, provide pose estimation for
orienting the detected objects and tracking trajectory. Such
sensory approaches to vehicle pose estimation may be costly
due to the need for multiple cameras and sensors, as they are
typically disposed at multiple viewing points inside of the
closed space. According to one embodiment, as shown 1n
FIG. 1, the monochromatic camera 110 may be a mono-
chromatic camera operating as part of an event-based
vehicle pose estimation system 300 (as shown 1n FIG. 3).
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The monochromatic camera 110 may be statically
mounted on a surtace 113. Instead of continuously detecting
moving objects and vehicles in the operating environment
100, the monochromatic camera 110 may detect vehicles
only when moment 1s detected 1n the field of view 120. The
system (e.g., the event detection system 300) may perform
an event detection system and generate an optical tlow map
responsive to determining that a vehicle (e.g., the vehicle
105) 1s operating 1n the operation environment 100. An event
as used herein may 1nclude an object moving within the field
of view 120 of the monochromatic camera 110.

FIG. 2 illustrates an example event mask view 200,
generated by an unsupervised optical flow prediction net-
work (e.g., the unsupervised flow prediction network 370 as
shown with respect to FIG. 3) operating as part of the event
detection system 300, 1n accordance with the present dis-
closure. Responsive to detecting a moving object within the
field of view 120, the flow prediction network 370 may
generate an event masked view 205 that can include a
masked view of the vehicle 105. The masked view 205 may
be a blob of pixels comprising a volume or shape represent-
ing the vehicle 105. The masked view 205 may be used to
produce an event map (referred to herein as an event mask)
as shown i FIG. 4.

Before discussing the event mask 1n greater detail, a short
introduction to the system 300 1s described 1n the following
section. FIG. 3 illustrates a block diagram of an exemplary
event detection system 300 (hereafter “system 300”), for use
in practicing the embodiments described herein. The system
300, as described herein, can be implemented 1n hardware,
software (e.g., firmware), or a combination thereof.

As shown 1n FIG. 3, the system 300 may include the one
or more processor(s) 305, a memory 310 communicatively
coupled to the one or more processor(s) 305, and one or
more input/output adapters 315 that can commumnicatively
connect with external devices. The input/output adapters
315 may include, for example, the monochromatic camera
210.

The monochromatic camera 210 may be and/or include
one or more digital sensors that do not include a color filter
array. Thus, the monochromatic camera 210 may record all
the light that falls on each pixel. Because none of the light
1s lost to color filters, the monochromatic camera 210 sensor
sensitivity may be higher than the sensitivity of a similar
red-green-blue (RGB) camera sensor system, while consum-
ing less power for operation.

The input/output adapters 315 may operatively connect to
and communicate information with one or more internal
and/or external memory devices storing one or more data-
base(s) via a storage interface 320. In one example embodi-
ment, the database(s) may include one or more database(s)
330 that can include vehicle characteristics described here-
after with respect to FIG. 7.

The system 300 may include one or more network com-
munications adapter(s) 325 enabled to communicatively
connect the system 300 with one or more networks 307. In
some example embodiments, the network(s) 307 may be or
include a telecommunications network infrastructure, which
may connect a mobile device (not shown) or other device
such as a wireless camera with the server(s) 125. In such
embodiments, the system 300 can further include one or
more communications adaptor(s) 340. The system 300 may
turther include and/or connect with one or more 1nput
devices 345 and/or one or more output devices 350 through
the I/O adapter(s) 315.

The one or more processor(s) 305 are collectively a
hardware device for executing program instructions (aka
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soltware), stored 1n a computer-readable memory (e.g., the
memory 310). The one or more processor(s) 305 can be a
custom made or commercially available processor, a central
processing unit (CPU), a plurality of CPUs, an auxiliary
processor among several other processors associated with
the server(s) 1235, a semiconductor-based microprocessor (in
the form of a microchip or chip set), or generally any device
for executing instructions.

The one or more processor(s) 305 may be disposed 1n
communication with one or more memory devices (e.g., the
memory 310 and/or one or more external database(s) 330,
etc.) via a storage interface 320. The storage interface 320
can also connect to one or more memory devices including,
without limitation, one or more database(s) 330, and/or one
or more other memory drives (not shown 1n FIG. 2) includ-
ing, for example, a removable disc drive, a vehicle comput-
ing system memory, cloud storage, etc., employing connec-
tion protocols such as serial advanced technology
attachment (SATA), integrated drive electronics (IDE), uni-
versal serial bus (USB), fiber channel, small computer
systems 1nterface (SCSI), eftc.

The memory 310 can include any one or a combination of
volatile memory elements (e.g., dynamic random-access
memory (DRAM), synchronous dynamic random access
memory (SDRAM), etc.) and can include any one or more
nonvolatile memory elements (e.g., erasable programmable
read only memory (EPROM), flash memory, electronically
erasable programmable read only memory (EEPROM), pro-
grammable read only memory (PROM), eftc.

The instructions in the memory 310 can include one or
more separate programs, each ol which can include an
ordered listing of computer-executable instructions {for
implementing logical functions. In the example of FIG. 3,
the mnstructions i the memory 310 can include an operating
system 355. The operating system 355 can control the
execution of other computer programs such as, for example,
instantiation of a vehicle model and roll-pitch-yaw predic-
tion network, mstantiation of an unsupervised optical tlow
prediction network, and/or terminal traflic control applica-
tions that use vehicle pose information to control tratlic in
the operating environment 100.

In one example embodiment, the processor(s) 305 may
obtain a monochromatic 1mage (not shown in FIG. 3) of the
operating environment 100, detect an event patch that
includes a plurality of pixels associated with the moving
vehicle 105, generate an optical flow map to predict an
optical flow for each pixel in the monochromatic image, and
generate, based on the optical flow map, a pixel-level event
mask comprising a Red-Green-Blue (RGB) patch. The sys-
tem 300 may estimate a vehicle pose for the moving vehicle
105 using the optical flow using a flow prediction network
370.

The program nstructions stored in the memory 310 can
further include application data 360, and instructions for
controlling and/or interacting with the system 300 through a
user interface 363.

The I/O adapter 315 can connect a plurality of input
devices 345 to the server(s) 125. The mput devices can
include, for example, a keyboard, a mouse, a microphone, a
sensor, etc. The output device 350 can include, for example,
a display, a speaker, a touchscreen, etc.

The I/0 adapter 315 can further include a display adapter
coupled to one or more displays. The I/O adapter 315 can be
configured to operatively connect one or more input/output
(I/0) devices 350 to the server(s) 125. For example, the I/O
adapter 315 can connect a keyboard and mouse, a touch-
screen, a speaker, a haptic output device, or other output
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device. The output devices 350 can include but are not
limited to a printer, a scanner, and/or the like. Other output
devices can also be included, although not shown 1n FIG. 3.
Finally, the I/O devices connectable to the I/O adapter 315
can further include devices that communicate both inputs
and outputs, for mstance but are not limited to, a network
interface card (NIC) or modulator/demodulator (for access-
ing other files, devices, systems, or a network), a radio
frequency (RF) or other transceiver, a telephonic interface,
a bridge, a router, and the like.

According to some example embodiments, the server(s)
125 can include a mobile communications adapter 340. The
mobile communications adapter 340 can include global
positioning system (GPS), cellular, mobile, and/or other
communications protocols for wireless communication. It
should be appreciated that the GPS may, 1n some embodi-
ments where the operating environment 100 may not be in
an enclosed space, provide coordinates for localization of
the vehicle 105.

In some embodiments, the server(s) 125 can further
include a communications adapter 340 for coupling to the
one or more network(s) 307. The network(s) 307 can be
and/or include Internet protocol (IP)-based network(s) for
communication between the server(s) 125 and any external
device. The network(s) 307 may transmit and receive data
between the server(s) 1235 and devices and/or systems exter-
nal to the server(s) 1235. In an exemplary embodiment, the
network(s) 307 can be a managed IP network administered
by a service provider. The network(s) 307 can be imple-
mented 1 a wireless fashion, e.g., using wireless protocols
and technologies, such as Wi-Fi, WiIMAX, etc. The
network(s) 307 can also connect with and/or include a wired
network, e.g., an Ethernet network, a controller area network
(CAN), etc., having any wired connectivity including, e.g.,
an RS232 connection, etc. The network(s) 307 can also be
and/or include a packet-switched network such as a local
area network, wide area network, metropolitan area net-
work, the Internet, or other similar type of network envi-
ronment. The network(s) 307 can be a fixed wireless net-
work, a wireless local area network (LAN), a wireless wide
arca network (WAN) a personal area network (PAN), a
virtual private network (VPN), intranet or another suitable
network system.

FIG. 4 depicts a block diagram of the unsupervised optical
flow prediction network 400 (“network 400”) 1n accordance
with the present disclosure. The network 400 can 1nclude a
frame k 405 and a previous frame k-1 410, an encoder 415,
a decoder 420, a predicted optical flow map 425, a recon-
struction error compute block 430, and a reconstruction
computer error block 435. The frame k 405 may include a
frame of the field of view 120 as shown in FIG. 1. The frame
k therefore may include a plurality of pixels representing a
monochromatic 1mage of the vehicle 105 as the vehicle
moves 1nto and through the field of view 120. The frame
K-1 illustrates a representation of the previous frame sub-
sequent to the frame K 405. It should be appreciated that the
monochromatic camera 110 may obtain the frames 405 and
410 sequentially, where each subsequent frame captures a
pixelated 1mage representation of the vehicle 105 as it
traverses the field of view 120.

The encoder 415 may decode the monochromatic 1image
and pass the decoded 1mage to a digital decoder 420, which
may transmit the signal to the predicted optical flow block
425. The reconstruct frame K block 430 may receive the
previous frame K-1 410, and the predicted optical tlow feed
from the block 425, and provide the reconstructed frame to
the compute reconstruction block 435. The compute recon-
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struction block 435 may further receive the frame K, 1n
conjunction with the reconstruct frame K, and provide
output for back propagation.

FIG. 5 depicts an optical tflow map 500 (which may be an
output of the predicted optical flow map as 1llustrated 1n
block 435) and a pixel-level event mask 3520, 1n accordance
with the present disclosure. The optical tlow color map 500
illustrates a plurality of red-green-blue (RGB) patches 510
that may be associated with one or more vehicles that have
moved into and/or through the field of view 120 of the
monochromatic camera 110. The optical flow map 500
comprises an RGB patch 510, the RGB patch having color
information associated with a velocity for the moving
vehicle 105. The system 300 may generate a birds-eye-view
projection based on the pixel-level event mask 520.
Although 1llustrated without color, 1t should be appreciated
that the optical flow color map 500 may be encoded such
that one or more RGB patches 510 include a color associated
with a relative speed for that particular RGB patch that can
vary irom low to high (as shown 1n the speed map 5135).

In one aspect, the system 300 may detect, via the proces-
sor(s) 305, and based on the monochromatic image (e.g.,
frame 430 and frame K-1), an event patch 510 comprising
a plurality of pixels associated with the moving vehicle 105.
The system 300 may threshold the optical tlow map 300 to
create the pixel-level event mask 520 by extracting the RGB
patches within each event mask. The system 300 may
convert the event mask to a well-calibrated birds-eye view
projection space, where the pixel to X, y, z conversion 1s
accurately known. This calibration needs to be done once,
and can be done by placing 4 ArUco markers on the floor and
mapping their coordinates onto the birds-eye view projec-
tion space. The system 300 may then resize the birds-eye
view projection 1n the optical tlow color map 3500 to a
predetermined size (e.g., 256 pxx256 px) and generate the
pixel-level event mask 520.

The system 300 may further determine, based on the
resized RGB patch 510, and via the unsupervised vehicle
model and roll-pitch-yaw (RPY) prediction network 700,
vehicle onientation 620, including a linear function 715 for
determining a vehicle roll value 635, a vehicle pitch value
640, and a vehicle yaw value 645. FIG. 6 illustrates an
example output of a vehicle model and Roll-Pitch-Yaw
(RPY) prediction network (e.g., such as the RPY prediction
network 700 as shown in FIG. 7) 1n accordance with the
present disclosure.

The vehicle pose 600 can include x, vy, z values associated
with vehicle onientation for the vehicle 103 as 1t operates in
the field of view 120. For example, the vehicle pose 600 can
include a vehicle length value 603, a vehicle width value
610, and vehicle height value 615. Extracting the RGB patch
510 from the pixel-level event mask can include resizing the
RGB patch 510 to a target resolution. The system 300 may
determine vehicle information including vehicle make infor-
mation 625, vehicle model information 630, and vehicle
orientation information 620 using known object detection
and characterization techniques. The vehicle orientation
information 620 may include vehicle length value, 605 a
vehicle width value 610, a vehicle height value 615, and a
vehicle orientation information 620.

FIG. 7 illustrates an example vehicle RPY prediction
network 700 1n accordance with the present disclosure. The
RPY prediction network 700 may encode the RGB patch
510 via the encoder 4135, and decode the RGB patch 510 via
a machine learning function 705 having a plurality of stored
values 710 for known vehicle make, mode, and dimensional
information. According to an embodiment, prior known
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information about the vehicle model information 630 1s used
to get information associated with vehicle dimensions
(length 605, width 610, height 615). From the birds-eye
view (as 1llustrated in the optical flow color map 500 1n FIG.
5), X, v, z, orientation 1s computed for the centroid of each
event patch 510. It 1s to be noted that the orientation 620 can
be obtained from the optical tlow map 300 as the mean of
pixel direction within the masked region (e.g., the masked
region for each blob). Orientation 620 1s combined with the
yaw 645 predicted by the Vehicle Model and RPY prediction
network 700 to obtain robust yaw.

The RPY prediction network 700 utilizes feature detec-
tion techniques, which are a low-level 1mage processing
operation. That 1s, 1t 1s usually performed as the first
operation on an 1mage, and examines every pixel to see 1f
there 1s a feature present at that pixel. When part of a larger
algorithm, then the algorithm will typically only examine
the 1mage 1n the region of the features. As a built-in
pre-requisite to feature detection, the mput image 1s usually
smoothed by a Gaussian kernel 1n a scale-space represen-
tation and one or several feature 1mages are computed, often
expressed 1n terms of local image derivatives operations.
Occasionally, when feature detection i1s computationally
expensive and there are time constraints, a higher-level
algorithm may be used to guide the feature detection stage,
so that only certain parts of the image are searched for
features.

FIG. 8 depicts a functional block diagram of a method for
estimating a vehicle pose for a moving vehicle 1n accordance
with the present disclosure. The system 300 may obtain a
plurality of monochromatic 1images 803, and generate from
the plurality of monochromatic images, an optical flow map
810. The system 800 may generate an event map 815, and
extracts the RGB patch within each masked region as shown
in block 820. The extracted RGB patches or blobs™ provide
information that can include vehicle shapes, dimensions, and
speed at which the vehicle 1s moving through the field of
VIEW.

Blobs provide a complementary description of image
structures 1n terms of regions, as opposed to corners that are
more point-like. Nevertheless, blob descriptors may often
contain a preferred point (a local maximum of an operator
response or a center of gravity) which means that many blob
detectors may also be regarded as interest point operators.
Blob detectors can detect areas in an 1image which are too
smooth to be detected by a corner detector. The system may
determine the make and model of the car from the resized
RGB patch having the blob information of interest. The
system then determines the vehicle model at block 825,
references vehicle dimensional information, and determines
a roll, pitch and yaw of the moving vehicle. The bird’s eye
view 835 from the optical flow map 810 1s used to determine
vehicle x, y, z orientation at block 840, which 1s then

il

combined at block 845 with the vehicle dimensional 1nfor-
mation and roll, pitch, and yaw from the block 825. The
system may then output a vehicle pose 850 that includes X,
y, z values associated with vehicle orientation, a vehicle
length value, a vehicle width value, and vehicle height value.

This method builds an event map using just a mono
camera which saves cost by utilizing a monochromatic
camera instead of sophisticated LiDAR, RADAR, or RGB
cameras to determine vehicle pose. By running a neural
network to predict vehicle model, roll, pitch, and yaw only
if an event 1s detected, the system may conserve computa-
tional energy and time, which may save power resources
when the garage 1s not busy with vehicle traflic. Moreover,
the disclosed method utilizes the known car dimension to
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provide an accurate a 3-dimensional bounding box. Current
monochromatic camera-based methods cannot provide an
accurate bounding box in world coordinates, which 1s
imperative for routing a car 1n a tight garage-like space for
applications such as terminal traflic control. Model trained
on RGB patches of cars in different orientations combined
with pose extraction from a well-calibrated birds-eye view
of an event map provides an accurate roll, pitch, and yaw
estimation.

In the above disclosure, reference has been made to the
accompanying drawings, which form a part hereof, which
illustrate specific implementations 1n which the present
disclosure may be practiced. It 1s understood that other
implementations may be utilized, and structural changes
may be made without departing from the scope of the
present disclosure. References 1n the specification to “one
embodiment,” *“an embodiment,” *“an example embodi-
ment,” etc., indicate that the embodiment described may
include a particular feature, structure, or characteristic, but
every embodiment may not necessarily include the particu-
lar feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same embodi-
ment. Further, when a feature, structure, or characteristic 1s
described 1n connection with an embodiment, one skilled in
the art will recognize such feature, structure, or character-
1stic 1n connection with other embodiments whether or not
explicitly described.

Further, where appropriate, the functions described herein
can be performed in one or more of hardware, software,
firmware, digital components, or analog components. For
example, one or more application specific integrated circuits
(ASICs) can be programmed to carry out one or more of the
systems and procedures described herein. Certain terms are
used throughout the description and claims refer to particu-
lar system components. As one skilled i the art will
appreciate, components may be referred to by different
names. This document does not intend to distinguish
between components that differ 1n name, but not function.

It should also be understood that the word “example™ as
used herein 1s mtended to be non-exclusionary and non-
limiting in nature. More particularly, the word “example” as
used herein indicates one among several examples, and 1t
should be understood that no undue emphasis or preference
1s being directed to the particular example being described.

A computer-readable medium (also referred to as a pro-
cessor-readable medium) includes any non-transitory (e.g.,
tangible) medium that participates in providing data (e.g.,
instructions) that may be read by a computer (e.g., by a
processor of a computer). Such a medium may take many
forms, including, but not limited to, non-volatile media and
volatile media. Computing devices may include computer-
executable 1nstructions, where the instructions may be
executable by one or more computing devices such as those
listed above and stored on a computer-readable medium.

With regard to the processes, systems, methods, heuris-
tics, etc. described herein, 1t should be understood that,
although the steps of such processes, etc. have been
described as occurring according to a certain ordered
sequence, such processes could be practiced with the
described steps performed 1n an order other than the order
described herein. It further should be understood that certain
steps could be performed simultaneously, that other steps
could be added, or that certain steps described herein could
be omitted. In other words, the descriptions of processes
herein are provided for the purpose of illustrating various
embodiments and should 1n no way be construed so as to
limit the claims.
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Accordingly, it 1s to be understood that the above descrip-
tion 1s mtended to be illustrative and not restrictive. Many
embodiments and applications other than the examples
provided would be apparent upon reading the above descrip-
tion. The scope should be determined, not with reference to
the above description, but should 1nstead be determined with
reference to the appended claims, along with the full scope
of equivalents to which such claims are entitled. It 1is
anticipated and intended that future developments will occur
in the technologies discussed herein, and that the disclosed
systems and methods will be incorporated 1nto such future
embodiments. In sum, 1t should be understood that the
application 1s capable of modification and variation.

All terms used 1n the claims are intended to be given their
ordinary meanings as understood by those knowledgeable 1n
the technologies described herein unless an explicit indica-
tion to the contrary 1s made herein. In particular, use of the
singular articles such as ““a,” “the,” “said,” etc. should be
read to recite one or more of the indicated elements unless
a claim recites an explicit limitation to the contrary. Con-
ditional language, such as, among others, “can,” “could,”
“might,” or “may,” unless specifically stated otherwise, or
otherwise understood within the context as used, 1s generally
intended to convey that certain embodiments could include,
while other embodiments may not include, certain features,
clements, and/or steps. Thus, such conditional language 1s
not generally intended to imply that features, elements,
and/or steps are 1 any way required for one or more
embodiments.

That which 1s claimed 1s:

1. A method for estimating a vehicle pose for a moving
vehicle comprising:

obtaining, via a processor disposed 1 communication
with a monochromatic camera, a monochromatic image
ol an operating environment;

detecting, via the processor and based on the monochro-
matic 1mage, an event patch comprising a plurality of
pixels associated with the moving vehicle;

generating, via an unsupervised optical flow prediction
network, an optical tlow map to predict an optical tlow
for each pixel in the monochromatic 1mage;

generating, based on the optical flow map, a pixel-level
event mask comprising a Red-Green-Blue (RGB)
patch; and

estimating the vehicle pose for the moving vehicle asso-
ciated with the RGB patch.

2. The method according to claim 1, wherein the optical
flow map comprises the RGB patch, the RGB patch having
color information associated with a velocity for the moving
vehicle.

3. The method according to claim 1, wherein generating,
the optical flow map comprises:

thresholding the optical flow map to create the pixel-level
event mask comprising the RGB patch; and

generating a birds-eye-view projection based on the pixel-
level event mask.

4. The method according to claim 1, wherein the vehicle

POSE COMPrises:

X, vy, z values associated with vehicle orientation, a vehicle
length value, a vehicle width value, and vehicle height
value.

5. The method according to claim 1, wherein estimating

the vehicle pose comprises:

extracting the RGB patch from the pixel-level event mask
resizing the RGB patch to a target resolution; and

determining, based on the resized RGB patch, and via an
unsupervised vehicle model and roll-pitch-yvaw (RPY)
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prediction network, vehicle make, vehicle model, a
vehicle length value, a vehicle width value, a vehicle
height value, and a vehicle orientation.
6. The method according to claim 5, wherein the vehicle
orientation further comprises a vehicle roll value, a vehicle
pitch value, a vehicle yaw value.
7. The method according to claim 1, further comprising
estimating the vehicle pose for a plurality of vehicles based
on the monochromatic 1mage.
8. A system, comprising:
a processor; and
a memory for storing executable istructions, the proces-
sor programmed to execute the mstructions to:

obtain, via the processor disposed 1n communication with
a monochromatic camera, a monochromatic 1mage of
an operating environment;

detect, via the processor and based on the monochromatic

image, an event patch comprising a plurality of pixels
associated with a moving vehicle in the operating
environment;

generate, via an unsupervised optical tlow prediction

network, an optical flow map to predict an optical flow
for each pixel 1n the monochromatic 1mage;

generate, based on the optical tlow map, a pixel-level

event mask comprising a Red-Green-Blue (RGB)
patch; and

estimate a vehicle pose for the moving vehicle associated

with the RGB patch.

9. The system according to claim 8, wherein the optical
flow map comprises the RGB patch, the RGB patch having

color information associated with a velocity for the moving
vehicle.

10. The system according to claim 8, wherein the pro-
cessor 1s fTurther programmed to generate the optical tlow
map by executing the mnstructions to:

threshold the optical flow map to create the pixel-level
event mask comprising the RGB patch; and

generate a birds-eye-view projection based on the pixel-
level event mask.

11. The system according to claim 8, wherein the vehicle

POSE COMPrises:

X, y, z values associated with vehicle orientation, a vehicle
length value, a vehicle width value, and vehicle height
value.

12. The system according to claim 8, wherein the pro-
cessor 1s further programmed to estimate the vehicle pose by
executing the istructions to:

resize the RGB patch to a target resolution; and

determine, based on the resized RGB patch, and via an
unsupervised vehicle model and roll-pitch-yaw (RPY)
prediction network, a vehicle make, vehicle model, a
vehicle length, vehicle width, vehicle height, and a
vehicle orientation.

13. The system according to claim 8, wherein vehicle
orientation further comprises a vehicle roll value, a vehicle
pitch value, a vehicle yaw value.

14. The system according to claim 8, wherein the pro-
cessor 1s Turther programmed to execute the instructions to
estimate the vehicle pose for a plurality of vehicles based on
the monochromatic 1mage.

15. A non-transitory computer-readable storage medium
having instructions stored thereupon which, when executed
by a processor, cause the processor to:

obtain, via the processor disposed 1n communication with
a monochromatic camera, a monochromatic image of
an operating environment;
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detect, via the processor and based on the monochromatic
image, an event patch comprising a plurality of pixels
associated with a moving vehicle 1mn the operating
environment;

generate, via an unsupervised optical flow prediction

network, an optical flow map to predict an optical flow
for each pixel 1n the monochromatic 1mage;

generate, based on the optical flow map, a pixel-level

event mask comprising a Red-Green-Blue (RGB)
patch; and

estimate the vehicle pose for the moving vehicle associ-

ated with the RGB patch.

16. The non-transitory computer-readable storage
medium according to claim 15, wherein the optical flow map
comprises the RGB patch, the RGB patch having color
information associated with a velocity for the moving
vehicle.

17. The non-transitory computer-readable storage

medium according to claim 135, having further instructions
stored thereupon to:

threshold the optical flow map to create the pixel-level
event mask comprising the RGB patch; and
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generate a birds-eye-view projection based on the pixel-
level event mask.

18. The non-transitory computer-readable storage
medium according to claim 15, wherein the vehicle pose
COmMprises:

X, y, z values associated with vehicle orientation, a vehicle
length value, a vehicle width value, and vehicle height
value.

19. The non-transitory computer-readable storage
medium according to claim 135, having further instructions
stored thereupon to:

resize the RGB patch to a target resolution; and

determine, based on the resized RGB patch, and via an
unsupervised vehicle model and roll-pitch-yaw (RPY)
prediction network, a vehicle make, vehicle model, a
vehicle length, vehicle width, vehicle height, and a
vehicle orientation.

20. The non-transitory computer-readable storage

medium according to claim 15, wherein vehicle orientation

turther comprises a vehicle roll value, a vehicle pitch value,
a vehicle yaw value.
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