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QUESTION-ANSWER EXPANSION

BACKGROUND

Catalogs of items or products can be provided 1n elec-
tronic formats, such as web sites, and can include listings of
items or products, attributes of the items or products, and a
specific attribute value corresponding to the attribute. Some
web sites can include interactive portions configured to
receive user mputs, for example, as questions, regarding a
particular item or an attribute of the item. A large number of
inputs may be received in regard to some 1tems, while fewer
inputs may be received for other items. As a result, more
popular 1tems may be associated with greater amounts of
user mput data than less popular items. When an input 1s
received 1n regard to a less popular 1item 1t can be necessary
to generate an accurate response rapidly. Answers to user
provided questions for more popular products can be
expanded and used to generate answers for user provided
questions about less popular products based on attributes of
the products.

SUMMARY

In an aspect, a method 1ncludes receiving data character-
1zing a query for information associated with a first item of
a plurality of items included in an item catalog. The method
can also include determining an attribute of the first item.
The determining can be performed using a predictive model
trained using question-answer pair data associated with a
portion of the plurality of 1items. The portion can include a
second 1tem. The method can further include determining an
attribute value of the attribute using a mapping of attributes
and attribute values associated with the plurality of 1tems 1n
the item catalog. The method can also include providing, as
an answer to the query, a characterization of the attribute
value.

One or more of the following features can be included in
any feasible combination. For example, the portion of the
plurality of items can include the first item. Determining the
attribute can include determinming a query type associated
with the query. The query type can be determined based on
classitying the query prior to determining the attribute of the
first item. The query type can include at least one of a factoid
type, a confirmation type, a subjective type, an opinion type,
or a miscellaneous type. The query type can be determined
based on at least one of a clustering similarity metric, a text
classification similarity metric, or retrieved information. The
attribute value can be determined based on at least one of
matching the attribute value to attribute values in the item
catalog, a clustering similarity metric of the attribute value
and at least one attribute value in the item catalog, a text
classification similarity metric of the attribute value and at
least one attribute value in the item catalog, or retrieved
information corresponding to the attribute.

Determining the attribute can further include extracting a
topic of the query and determining the attribute based on the
topic of the query. Determining the attribute can further
include determiming a similarity metric between the attribute
and one or more attributes included 1n the mapping of
attributes and attribute values and providing an updated
mapping ol attributes and attribute values including the
determined attribute. Providing the updated mapping of
attributes and attribute values can also include applying a
threshold to the similarity metric and selecting an attribute
whose similarity metric 1s above the threshold for inclusion
in the updated mapping of attributes and attribute values.
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Providing the answer can further include generating the
answer using a natural language engine based on the updated
mapping of attributes and attribute values.

Training the predictive model can include clustering the
question-answer pair data associated with the plurality of
items 1n the 1tem catalog. The question-answer pair data can

include a first data element characterizing a query by a user
for information associated with an 1tem and a second data
clement characterizing a natural language answer to the
query. Training the predictive model can also include deter-
mining at least one centroid question based on the clustering
and categorizing the question-answer pair data base don the
clustering. Training the predictive model can further include
removing at least one outlier from the categorized question-
answer pair data. Training the predictive model can also
include associating an attribute with each question-answer
pair included in the question-answer pair data.

The query mformation can be received from a user in an
clectronic commerce platform. The 1tem catalog can include
a listing of the plurality of items, a listing of one or more
attributes associated with each 1tem of the plurality of 1tems,

and a listing of one or more attribute values associated with
cach of the one or more attributes. The attribute can include
at least one of an item size, an item dimension, an item
shape, an 1tem configuration, an 1tem Ieature, an item
availability, an item component, an 1tem ranking, an item
capacity, an item usage, and/or an item price.

Non-transitory computer program products (1.e., physi-
cally embodied computer program products) are also
described that store instructions, which when executed by
one or more data processors of one or more computing
systems, causes at least one data processor to perform
operations herein. Similarly, computer systems are also
described that may include one or more data processors and
memory coupled to the one or more data processors. The
memory may temporarily or permanently store instructions
that cause at least one processor to perform one or more of
the operations described herein. In addition, methods can be
implemented by one or more data processors either within a
single computing system or distributed among two or more
computing systems. Such computing systems can be con-
nected and can exchange data and/or commands or other
istructions or the like via one or more connections, includ-
ing a connection over a network (e.g. the Internet, a wireless
wide area network, a local area network, a wide area
network, a wired network, or the like), via a direct connec-
tion between one or more of the multiple computing sys-
tems, etc.

DESCRIPTION OF DRAWINGS

These and other features will be more readily understood
from the following detailed description taken 1n conjunction
with the accompanying drawings, in which:

FIG. 1 illustrates an example architecture of a question-
answer (QA) expansion system including a catalog to dialog
processing subsystem, a client device, and a machine learn-
ing platform;

FIG. 2 illustrates an example architecture of a client
device of the QA expansion system described 1n FIG. 1;

FIG. 3 illustrates an example architecture of a question-
answer processing platform of the QA expansion system
described herein;

FIG. 4 1s a flowchart 1llustrating an example method for
providing an answer to a query via the question-answer
expansion system described 1n FIG. 1;
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FIG. 5 1s an example data structure used by the QA
expansion system of FIG. 1;

FIG. 6 illustrates an example worktlow for expanding
question-answer data associated with a first plurality of
items to a second plurality of 1tems using the QA expansion
system of FIG. 1;

FIG. 7 1s a table illustrating an example embodiment of
expanding question-answer data via the QA expansion sys-
tem of FIG. 1;

FIG. 8 1s a table 1llustrating an example embodiment of a
worktlow for providing an answer to a query via the QA
expansion system of FIG. 1; and

FIG. 9 1s another example embodiment of expanding
question-answer data to a third plurality of items via the QA
expansion system of FIG. 1.

It 1s noted that the drawings are not necessarily to scale.
The drawings are intended to depict only typical aspects of
the subject matter disclosed herein, and therefore should not
be considered as limiting the scope of the disclosure.

DETAILED DESCRIPTION

Determining answers to user queries associated with an
item or product can require extensive amounts ol pre-
configured data about the item or product. For example, a
query provided by a user 1n regard to an attribute or feature
of an 1item may be processed using a stored listing of the
attributes and values of the attributes. The stored attribute
data must be updated frequently as new 1tems are added to
an item catalog and can require additional human and
computing resources to identity, add, and link attributes of
the newly added product. When a user provided query 1s
received 1n regard to an 1tem which has been recently added
to an 1item catalog, existing query response systems may fail
to generate a response because of the lack of existing
information about one or more attributes of the new item. If
the query response system relies on question-answer data
collected from other sources, there may not be suflicient data
available regarding the attributes of less popular items as
compared to more popular items. Thus, existing query
response systems may be limited 1n their ability to generate
responses for queries associated with new or less popular
items 1n an 1tem catalog.

In some implementations, the approach to question-an-
swer expansion described herein can include generating
query responses for new 1tems of an item catalog or 1tems for
which existing question-answer data related to a specific
product attribute 1s limited or incomplete. By determining a
topic of a user provided query associated with an item
included 1n an item catalog, some implementations of the
question-answer expansion approach can provide a query
response. The question-answer expansion approach can
determine the query-response based on a mapping of attri-
butes and attribute values. In some implementations, the
question-answer expansion approach can determine the
query response based on similar query topics that have been
received 1n relation to other similar products which include
the same attribute as the topic of the originally received
query. A predictive model can be trained using question-
answer pair data associated with items 1n an 1tem catalog to
determine the topic of the query and to generate a query
response. The query response can be provided to a user in a
natural language format.

The question-answer expansion system can provide query
responses for products which may be newly listed 1n an 1tem
catalog or for which a full mapping of attributes and attribute
values has not yet been established. Thus, some implemen-
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tations of the question-answer expansion approach
described herein can enable rapid start up and bootstrapping
of 1item attribute data 1n an e-commerce platform or an i1tem
catalog interface. As a result, user query responses can be
generated accurately and more quickly than existing sys-
tems, which can require extensive manual configuration of
the attribute and attribute value mappings needed to generate
query responses 1n regard to a particular 1item or product.
Some 1mplementations of the example question-answer
expansion approach described herein can enable an
enhanced user experience for search or query related tasks to
provide users with a fulfilling interactive dialog when
searching or inquiring about item attributes 1 an e-com-
merce platform, web site, or the like for new i1tems or i1tems
in which minimal attribute data may be available.

FIG. 1 illustrates an example architecture of a question-
answer (QA) expansion system 100 including a client device
102, a question-answer processing platform 120, and a
machine learning platform 165. The client device 102, the
QA processing platform 120, and the machine learning
plattorm 165 can be communicatively coupled via a net-
work, such as network 118. In broad terms, a user can
provide an 1input, such as a query or question associated with
a product or item, to the client device 102 via mput device
114. The client device 102 can be configured as a frontend
of the QA expansion system 100. The client device 102 can
include one or more applications 106. For example, the
applications 106 can include a web browser configured to
display a web site that can include a product catalog, a list
of 1items for sale, or a similar electronic commerce platform
accessible via the internet. The applications 106 can transmit
data associated with the query to a backend of the QA
expansion system 100. The QA processing platform 120 can
be configured as the backend of the QA expansion system
100 and can recerve the data from the client device 102 via
the network 118. The QA processing platform 120 can
process the transmitted data to generate a response to the
user query and can provide the generated response to the
client device 102. The client device 102 can then output the
query response via the output device 116. In some embodi-
ments, the output device 116 can provide the response in
natural language units, such as words.

As shown i FIG. 1, the QA expansion system 100
includes a client device 102. The client device 102 can
include a large-format computing device or any other fully
functional computing device, such as a desktop computers
or laptop computers, which can transmit user data to the
dialog processing platform 120. Additionally, or alterna-
tively, other computing devices, such as a small-format
computing devices 102 can also transmit user data to the QA
processing platform 120. Small-format computing devices
102 can include a tablet, smartphone, intelligent or virtual
digital assistant, or any other computing device configured
to receive user mputs as voice and/or textual mputs and
provide responses to the user as voice and/or textual outputs.

The client device 102 includes a memory 104, a processor
108, a communications module 110, and a display 112. The
memory 104 can store computer-readable instructions and/
or data associated with processing multi-modal user data via
a frontend and backend of the QA expansion system 100.
For example, the memory 104 can include one or more
applications 106 implementing a web site or similar elec-
tronic commerce platform. The applications 106 can provide
speech and textual conversational agent modalities to the
client device 102. The processor 108 operates to execute the
computer-readable 1nstructions and/or data stored 1n
memory 104 and to transmit the computer-readable nstruc-
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tions and/or data via the communications module 110. The
communications module 110 transmits the computer-read-
able instructions and/or user data stored on or recerved by
the client device 102 via network 118. The network 118
connects the client device 102 to the QA processing platiorm
120. The network 118 can also be configured to connect the
machine learning platform 165 to the QA processing plat-
form 120. The network 118 can include, for example, any
one or more of a personal area network (PAN), a local area
network (LAN), a campus area network (CAN), a metro-
politan area network (MAN), a wide area network (WAN),

a broadband network (BBN), the Internet, and the like.

Further, the network 118 can include, but 1s not limited to,
any one or more of the following network topologies,
including a bus network, a star network, a ring network, a
mesh network, a star-bus network, tree or hierarchical net-
work, and the like. The client device 102 also includes a
display 112. In some implementations, the display 112 can
be configured within or on the client device 102. In other
implementations, the display 112 can be external to the
client device 102. The client device 102 also includes an
mput device 114, such as a microphone to receive voice
inputs, or a keyboard, to receive textual imnputs. The client
device 102 also includes an output device 116, such as a
speaker or a display.

The client device 102 can include one or more of appli-
cations 106, which can recetve mputs associated with a user
query and to provide responses to the users query. For
example, as shown i FIG. 1, the client device 102 can
receive user queries which are spoken via the input device
114, such as a microphone. In some implementations, the
input device 114 can be a keyboard and the user can provide
query inputs as textual mnputs, 1n addition to or separately
from the mputs provided using a voice-based modality. A
user can interact with the mput device 114 to provide query
data, such as a question, via a web-site or electronic com-
merce platform at which the user 1s enquiring about one or
more items or products. For example, the user can provide
a query asking “What kind of 1ce cubes does the Acme SLX2
reirigerator make?”. The applications 106 can receive the
query via the mput device 114 and cause processor 108 to
transmit the query data to the QA processing platform 120
for processing and to generate a response to the query.

As shown m FIG. 1, the QA expansion system 100
includes a QA processing platform 120. The QA processing
platform 120 operates to receive query data, such as ques-
tions provided to the client device 102 in regard to a
particular item or product, and to process the query data to
generate responses to the user 1n regard to the particular item
or product that the user was inquiring about. The QA
processing platform 120 can be configured on any device
having an appropriate processor, memory, and communica-
tions capability for hosting the QA processing platform 120
as described herein. In certain aspects, the QA processing
plattorm 120 can be configured as one or more servers,
which can be located on-premises of an entity deploying the
QA expansion system 100, or can be located remotely from
the enfity. In some i1mplementations, the QA processing
platform 120 can be implemented as a distributed architec-
ture or a cloud computing architecture. In some 1mplemen-
tations, one or more of the components or functionality
included in the QA processing platform 120 can be config-
ured 1n a microservices architecture. In some 1mplementa-
tions, one or more components of the QA processing plat-
tform 120 can be provided via a cloud computing server of
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an inirastructure-as-a-service (IaaS) and be able to support
a platform-as-a-service (PaaS) and software-as-a-service
(SaaS) services.

The QA processing platform 120 includes a communica-
tions module 122 to receive the computer-readable mnstruc-
tions and/or user data transmitted via network 118. The QA
processing platform 120 also includes at least one processor
124 configured to execute instructions, which when
executed cause the processor 124 to perform expansion of
QA data for a plurality of items or products 1dentified 1n an
item catalog and to generate contextually specific query
responses to user queries. The QA processing platform 120
also includes a memory 128 configured to store the com-
puter-readable instructions and/or user data associated with
processing user query data and generating query responses.
The memory 128 can store a plurality of item or product
catalogs, as well as mappings of 1tem attributes and corre-
sponding attribute values of the 1tems.

As shown in FIG. 1, the QA processing platform 120
includes one or more subsystems such as subsystem 130A
and 130B, collectively referred to as subsystems 130. Each
subsystem 130 and the components or functionality config-
ured therein can correspond to a particular entity, or tenant,
that has configured the QA expansion system 100 to provide
responses to user queries regarding a product or item
included in a product catalog or item catalog. For example,
the QA processing platform 120 can include a first subsys-
tem 130A which can be associated with a first tenant 130A,
such as an appliance manufacturer, and a second subsystem
130B which can be associated with a second tenant 130B,
such as an ecommerce marketplace hosting a large variety of
products from different manufacturers. In this way, the QA
processing platform 120 can be configured as a multi-tenant
portal to provide query responses and QA expansion for
different tenants.

Subsystems 130 can include components implementing
functionality to receive query data from users via a variety
of multi-modal conversational agents and to generate query
responses 1n the context of a particular item or product
associated with a tenant or entity for which the QA process-
ing platform 120 has been deployed. For example, as shown
in FIG. 1 1n regard to subsystem 130A, the components can
include an automatic speech recognition engine adapter
(ASRA) 135A for interfacing with a plurality of automated
speech recognition (ASR) engines 140, a plurality of natural
language agent (NLA) ensembles 145A, a text-to-speech
synthesis engine adapter (ITSA) 150 for interfacing to a
plurality of text-to-speech (1TTS) synthesis engines 1535, and
a plurality of catalog-to-dialog (CTD) modules 160A. In
some 1mplementations, the QA processing platform 120 can
include one or more Subsystems 130.

The plurality of ASR engines 140, the plurahty of NLA
ensembles 1435, the plurality of TTS synthesis engines 155,
and the plurality of CTD modules 160 can be respectfully
referred to as ASR engines 140, NLA ensembles 145, TTS
synthesis engines 155, and CTD modules 160. In some
implementations, the subsystem 130 components can be
configured directly within the QA processing platform 120
such that the components are not configured within a sub-
system 130. As shown in FIG. 1, the ASR engines 140 and
the T'TS synthesas engines 155 can be conﬁgured outside of
the QA processing platform 120, such as 1n a cloud-based
architecture. The QA processing, platform 120 can exchange

data with the ASR engines 140 and the TTS synthesis
engines 155 via the ASRA 135 and the TTSA 150, respect-
fully. In some implementations, the ASR 140 and/or TTS
155, or portions thereof, can be configured within the QA
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processing platform 120. In some implementations, the
components of the QA processing platform 120, as well as
the ASR engines 140 and the TTS synthesis engines 155 can
be implemented as microservices within a cloud-based or
distributed computing architecture.

As shown i FIG. 1, the QA processing platform 120
includes an ASRA 135A configured to interface with the
ASR engines 140. The ASR engines 140 can include auto-
mated speech recognition engines configured to receive
spoken or textual natural language mputs and to generate
textual outputs corresponding the inputs. For example, the
ASR engines 140 can process the user’s verbalized query or
utterance “What kind of 1ce cubes does the Acme SLX2
refrigerator make?” 1nto a text string of natural language
units characterizing the query. The text string can be further
processed to determine an appropriate query response based
on a product or 1tem catalog associated with the Acme SLX2
refrigerator. The QA processing platform 120 can dynami-
cally select a particular ASR engine 140 that best suits a
particular task, dialog, or received user query.

The QA processing platform 120 also includes a plurality
of NLA ensembles 145. The NLA ensembles 145 can
include a plurality of components configured to receive the
text string from the ASR engines 140 or from a keyboard and
to process the text string in order to determine a textual
response to the user query. The NLA ensembles 145 can
include a natural language understanding (NLU) module
implementing a number of classification algorithms trained
in a machine learning process to classity the text string into
a semantic mterpretation. The processing can include clas-
sifying an intent of the text string and extracting information
from the text string. The NLU module combines different
classification algorithms and/or models to generate accurate
and robust interpretation of the text string. The NLA
ensembles 1435 can also include a dialog manager (DM)
module. The DM module can determine an appropnate
dialog action 1n a contextual sequence formed by a current
or a previous dialog sequence conducted with the user when
multiple query inputs are received 1n a dialog. In this way,
the DM can generate a response action to increase natural
language quality and fulfillment of the user’s query objec-
tive. The NLA ensembles 145 can also include a natural
language generator (NLG) module. The NLG module can
process the action response determined by the dialog man-
ager and can convert the action response 1nto a correspond-
ing textual response to be provided to the user as a query
response. The NLG module provides multimodal support for
generating textual responses to user queries for a variety of
different output device modalities, such as voice outputs or
visually displayed (e.g., textual) outputs. In some 1mple-
mentations, the ensemble can include a set of models that are
included in the NLU and optimized jointly to select the right
response.

The QA processing platform 120 also includes a TTSA
150 configured to interface with the T'TS synthesis engines
155. The TTS synthesis engines 155 can include text-to-
speech synthesis engines configured to convert textual
responses to verbalized query responses. In this way, a
response to a user’s query can be determined as a text string
and the text string can be provided to the TTS synthesis
engines 155 to generate the query response as natural
language speech. The QA processing platform 120 can
dynamically select a particular TTS synthesis engine 1535
that best suits a particular task, dialog, or generated textual
response.

The QA processing platform 120 also includes catalog-
to-dialog (C'TD) modules 160. The CTD modules 160 can be
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selected for use based on a profile associated with the tenant
or entity. The CTD modules 160 can automatically convert
data from a product or 1tem catalog associated with a tenant,
as well as billing and order information 1nto a data structure
corresponding to a particular tenant or entity for which the
QA expansion system 100 1s deployed. The CTD modules
160 can derive product synonyms, attributes, attribute val-
ues, and natural language queries from product titles and
descriptions which can be found in the product or item
catalog associated with the tenant. The CTD modules 160
can generate a data structure that is used the machine
learning platform 1635 to train one or more classification
algorithms included in NLU module. In some implementa-
tions, the CTD modules 160 can instantiate, create, or
implement fully configured conversational agents config-
ured to process user queries and provide query responses for
a particular tenant. In some implementations, the CTD
modules 160 can be used to efliciently pre-configure the QA
expansion system 100 to automatically respond to queries
about items, products, or services provided by the tenant.
For example, referring back to FIG. 1, the QA processing
plattorm 120 can process the users query to determine a
response regarding the type of ice cubes made by the Acme
SLX2 refrigerator. As a result of the processing initially
described above and to be described in more detail 1n
relation to FIG. 3, the QA processing platform 120 can
generate a response to the user’s query. The query response
can be transmitted to the client device 102 and provided as
speech output via output device 116 and/or provided as text
displayed via display 112.

The QA expansion system 100 includes a machine learn-
ing platform 165. Machine learning can refer to an appli-
cation of artificial intelligence that automates the develop-
ment of an analytical model by using algorithms that
iteratively learn patterns from data without explicit indica-
tion of the data patterns. Machine learning can be used in
pattern recognition, computer vision, email filtering and
optical character recognition and enables the construction of
algorithms or models that can accurately learn from data to
predict outputs thereby making data-driven predictions or
decisions.

The machine learning platform 165 can include a number
of components configured to generate one or more trained
prediction models suitable for use in the QA expansion
system 100 described in relation to FIG. 1. For example,
during a machine learming process, a feature selector can
provide a selected subset of features to a model trainer as
inputs to a machine learning algorithm to generate one or
more training models. A wide variety of machine learning
algorithms can be selected for use including algorithms such
as support vector regression, ordinary least squares regres-
sion (OLSR), linear regression, logistic regression, stepwise
regression, multivaniate adaptive regression splines
(MARS), locally estimated scatterplot smoothing (LOESS),
ordinal regression, Poisson regression, fast forest quantile
regression, Bayesian linear regression, neural network
regression, decision forest regression, boosted decision tree
regression, artificial neural networks (ANN), deep neural
networks (DNN), Bayesian statistics, case-based reasoning,
(Gaussian process regression, mductive logic programming,
learning automata, learning vector quantization, informal
tuzzy networks, conditional random fields, genetic algo-

rithms (GA), Information Theory, support vector machine
(SVM), Averaged One-Dependence Estimators (AODE),
Group method of data handling (GMDH), instance-based

learning, lazy learning, Maximum Information Spanning
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Trees (MIST), and transfer learning methods based on
pre-trained, generalized embeddings as well as domain-
based embeddings.

The CTD modules 160 can be used in the machine
learning process to train the classification algorithms
included 1n the NLU of the NLA ensembles 145. The model
trainer can evaluate the machine learning algorithm’s pre-
diction performance based on patterns 1n the received subset
of features processed as training mputs and generates one or
more new training models. The generated training models,
¢.g., classification algorithms and models included in the
NLU of the NLA ensemble 1435, are then capable of receiv-
ing user query data and to output predicted query responses
including at least one attribute value associated with the
product or i1tem that was the subject of the user’s query.

FIG. 2 illustrates an example architecture of a client
device 102 configured as a multi-modal conversational agent
of the QA expansion system 100 described 1n relation to
FIG. 1. As shown 1n FIG. 2, the client device 102 can include
a plurality of applications 106. In some embodiments, the
applications 106 can include web-browsers, which can pro-
vide web pages associated with a product or item on the
client device 102. In some embodiments, the applications
106 can include APIs as JavaScript libraries received from
the dialog processing platform 120 and incorporated 1nto a
website of the entity or tenant to enable support for text
and/or voice modalities via a customizable user interfaces.
In some embodiments, the applications 106 can implement
client APIs on different client devices 102 and web browsers
in order to provide responsive multi-modal interactive
graphical user interfaces (GUI) that are customized for the
entity or tenant. The GUI and applications 106 can be
provided based on a profile associated with the tenant or
entity. In this way, the QA expansion system 100 can provide
customizable branded assets defining the look and feel of a
user 1nterface, different product or 1tem catalogs, as well as
query responses for products or 1items which are specific to
the tenant or entity associated with the product or item.

The web application 205 includes functionality config-
ured to enable a web browser on a client device 102 to
communicate with the QA processing platiorm 120. The
web application 205 can include a media capture API, a web
audio API, a document object model, and a web socket API.
The web application 205 can be configured to capture
dynamic content generated by the multi-modal conversation
agent configured on the client device 102. For example, the
dynamic content can include clickable and multimodal inter-
active components and data. The 10S application 210
includes functionality configured to provide support for
multi-modal conversational agents implemented on client
devices 102 configured with the proprietary 10S operating
system developed by Apple Inc. of Cupertino, California,
U.S.A. In some implementations, the interface representa-
tion and interactive user model used for a conversational
agent configured on a client device web browser can be
converted and provided using the same interface represen-
tation deployed on a mobile device web browser. The
android application 215 includes functionality configured to
provide support for multi-modal conversational agents
implemented on client devices 102 configured with the
Unix-based Android operating system developed by the
Open Handset Alliance of Mountain View, California,
U.S.A. The messaging application 220 includes functional-
ity configured to provide messaging support for a variety of
chat and messaging platforms. In some implementations, the
messaging application 220 can reproduce the same interface
representation multi-modal experience as enabled on other

10

15

20

25

30

35

40

45

50

55

60

65

10

client device 102 interfaces. The telephony application 225
includes functionality configured to provide telephony sup-
port via public switched telephone network (PSTN) devices
and voice over internet protocol (VolP) devices. In some
implementations, the telephony application 225 can be con-
figured to generate short conversational prompts or dialog
sequences without reference to the content of the screen.
Accordingly, the conversational agent system described
herein can enable support for smart speaker client devices
102 and the conversational agents configured on the client
devices 102 can automatically adapt to the capabilities of
different devices.

FIG. 3 1illustrates an example architecture 300 of a QA
processing platform 120 of the QA expansion system 100
described herein. The QA processing platform 120 can serve
as a backend of the QA expansion system 100. One or more
components 1mcluded 1 the QA processing platform 120
shown 1 FIG. 3 can be configured on a single server device
or on multiple server devices. One or more of the compo-
nents of the QA processing platform 120 can also be
configured as a microservice, for example 1n a cloud com-
puting environment. In this way, the QA expansion system
100 can be configured as a robustly scalable architecture that
can be provisioned based on resource allocation demands.

The QA processing platform 120 includes run-time com-
ponents that are responsible for processing incoming speech
or text inputs, determining the meaning in the context of a
query and a product or item, and generate query responses
to the user which are provided as speech and/or text.
Additionally, the QA processing platform 120 provides a
multi-tenant portal where both administrators and tenants
can customize, manage, and monitor platform resources, and
can generate run-time reports and analytic data. The QA
processing platform 120 interfaces with a number of real-
time resources such as ASR engines 140, TTS synthesis
engines 135, and telephony platforms described 1n relation
to FIG. 1. The QA processing platform 120 also provides
consistent authentication and access APIs to commercial
e-commerce platforms to which 1t may be coupled wvia
network 118.

As shown 1n FIG. 3, the QA processing platform 120
includes a dialog processing server (DPP) 302. The DPP
server 302 can act as a frontend to the QA processing
platform 120 and can appropriately route data received from
or to be transmitted to client devices 102 as appropriate. The
DPP server 302 routes requests or data to specific compo-
nents ol the QA processing platform 120 based on registered
tenant and application 1dentifiers which can be included 1n a
profile associated with a particular tenant. The DPP server
302 can also securely stream to the ASR engines 140 and
from the TTS synthesis engines 140.

For example, as shown i FIG. 3, the QA processing
plattorm 120 includes a plurality of adapters 304 configured
interface the ASR engines 140 and the TTS synthesis
engines 1535 to the DPP server 302. The adapters 304 allow
the QA processing platform 120 to interface with a variety
ol speech processing engines, such as ASR engines 140 and
TTS synthesis engines 155. In some 1implementations, the
speech processing engines can be configured 1 a cloud-
based architecture of the QA processing platform 120 and
may not be collocated 1n the same server device as the DPP
server 302 or other components of the QA processing
plattorm 120.

The adapters 304 include a ASR engine adapter 135 and
a TTS synthesis engine adapter 150. The ASR engine
adapter 135 and a T'TS synthesis engine adapter 150 enable
tenants to dynamically select speech recognition and text-
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to-speech synthesis providers or natural language speech
processing resources that best suit the users objective, task,
dialog, or query.

As shown 1 FIG. 3, the QA processing plattorm 120
includes a voiceXML (VML) adapter 310 which can
couple the DPP server 302 to various media resources 312.
For example, the media resources 312 can include VolP
networks, ASR engines, and T'TS synthesis engines 314. In
some 1mplementations, the media resources 312 enable the
conversational agents to leverage existing telephony plat-
forms, which can often be integrated with particular speech
processing resources. The existing telephony platforms can
provide interfaces for communications with VoIP infrastruc-
tures using session initiation protocol (SIP). In these con-
figurations, VXML documents are exchanged during a voice
call. In some embodiments, additional adaptors 310 can be
configured 1 the QA processing platform 120. For example,
the additional adaptors 310 can include adaptors for web-
based chat clients, messaging clients, and mobile device
clients.

The QA processing platiorm 120 also includes an orches-
trator component 316. The orchestrator 316 provides an
interface for administrators and tenants to access and con-
figure the QA expansion system 100. The administrator
portal 318 can enable monitoring and resource provisioning,
as well as providing rule-based alert and notification gen-
eration. The tenant portal 320 can allow customers or tenants
of the QA expansion system 100 to configure reporting and
analytic data, such as account management, customized
reports and graphical data analysis, trend aggregation and
analysis, as well as drill-down data associated product or
item queries provided by a user. The tenant portal 320 can
also allow tenants to configure branding themes and imple-
ment a common look and feel for the tenants conversational
agent user iterfaces. The tenant portal 320 can also provide
an 1nterface for onboarding or bootstrapping product or item
data. In some mmplementations, the tenant portal 320 can
provide tenants with access to customizable conversational
agent features such as user prompts, dialog content, colors,
themes, usability or design attributes, 1cons, and default
modalities, e.g., using voice or text as a first modality 1n a
query-response dialog (e.g., a question-answer (QA) dia-
log). The tenant portal 320 can, in some 1mplementations,
provide tenants with customizable content via different ASR
engines 140 and different TTS synthesis engines 155 which
can be utilized to provide speech data in different voices
and/or dialects. In some 1implementations, the tenant portal
320 can provide access to analytics reports and extract,
transform, load (ETL) data feeds.

The orchestrator 316 can provide secure access to one or
more backends of a tenants data inirastructure. The orches-
trator 316 can provide one or more common APIs to various
tenant data sources which can be associated with product or
item catalog data, user accounts, order status, order history,
and the like. The common APIs can enable developers to
reuse APIs from various client side implementations.

The orchestrator 316 can further provide an interface 322
to human resources, such as human customer support opera-
tors who may be located at one or more call centers. The QA
processing platform 120 can include a vanety of call center
connectors 324 configured to interface with data systems at
one or more call centers.

The orchestrator 316 can provide an interface 326 con-
figured to retrieve authentication information and propagate
user authentication and/or credential information to one or
more components of the system 300 to enable access to a
user’s account. For example, the authentication information
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can 1dentily one or more users, such as individuals who have
accessed a tenant web site as a customer or who have
interacted with the QA expansion system 100 previously.
The interface 326 can provide an authentication mechanism
for tenants seeking to authenticate users of the QA expan-
sion system 100. The QA processing platform 120 can
include a variety of end-user connectors 328 configured to
interface the QA processing platform 120 to one or more
databases or data sources i1dentiiying end-users. The inter-
face 326 can also enable access to the tenant’s customer
order and billing data via one or more catalog or e-com-
merce connectors 328.

The orchestrator 316 can also provide an interface 330 to
tenant catalog data sources. The catalog data sources can
include a product catalog or an item catalog including a
plurality of products or items for which a user may provide
a query 1n regard to. In some embodiments, the catalog data
sources can include mappings of product attributes and
corresponding attribute values. An attribute of a product or
item can be a feature, a component, a product or item size,
a product or item dimension, a product or item shape, a
product or item configuration, a product or item feature, a
product or item availability, a product or item ranking, a
product or 1tem capacity, a product or item usage, and/or a
product or item price. An attribute value can identity the
attribute. For example, a refrigerator can have an 1ce maker.
The ice maker can be an attribute of the refrigerator, as can
a shape of 1ce cubes made by the refrigerator. An attribute
value of the shape of the i1ce cubes can be square, round,
semi-circular, or custom, depending on the model of the
refrigerator and the manufacturers specifications.

The interface 330 can enable access to the tenant’s catalog
data which can be accessed via one or more catalog or
e-commerce connectors 332. The interface 330 enables
access to tenant catalogs and/or catalog data and further
cnables the catalog data to be made available to the CTD
modules 160. In this way, data from one or more sources of
catalog data can be ingested mto the CTD modules 160 to
populate the modules with product or item names, descrip-
tions, brands, 1mages, colors, swatches, as well as structured
and free-form item or product attributes and corresponding
attribute values.

The QA processing platform 120 also includes a maestro
component 334. The maestro 334 enables administrators of
the QA expansion agent system 100 to manage, deploy, and
monitor conversational agent applications 106 indepen-
dently. The maestro 334 provides infrastructure services to
dynamically scale the number of nstances of natural lan-
guage resources, such as tenant subsystems 130, ASR
engines 140, T'TS synthesis engines 155, NLA ensembles
145, and C'TD modules 160. The maestro 334 can dynami-
cally scale these resources as query-response traflic
increases. The maestro 334 can deploy new resources with-
out interrupting the processing being performed by existing
resources. The maestro 334 can also manage updates to the
CTD modules 160 with respect to updates to the tenants
e-commerce data, such as updated to 1tem or product cata-
logs. In this way, the maestro 334 provides the benefit of
ecnabling the QA processing platform 120 to operate as a
highly scalable infrastructure for deploying artificially intel-
ligent multi-modal conversational agent applications 106 for
multiple tenants or multiple tenant subsystems 130. As a
result, the QA expansion system 100 can reduce the time,
ellort, and resources required to develop, test, and deploy
conversational agents and can also provide more robust
query response generation for a large variety of item or
product attributes.
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The QA processing platform 120 turther includes a CTD
module 160. The CTD module 160 can implement methods
to collect e-commerce data from item or product catalogs,
product reviews, user account and order data, and user
clickstream data collected at the tenants web site to generate 5
a data structure that can be used to learn specific domain
knowledge and to onboard or bootstrap a newly configured
QA expansion system 100. The CTD module 160 can extract
taxonomy labels associated with hierarchical relationships
between categories of products and can associate the tax- 10
onomy labels with the products in the tenant catalog. The
CTD module 160 can also extract structured product attri-
butes (e.g., categories, colors, sizes, prices) and unstructured
product attributes (e.g., fit details, product care instructions)
and the corresponding values of those attributes. The CTD 15
module 160 can normalize attribute vales so that the attri-
bute values share the same format throughout the catalog
data structure. In thus way, noisy values caused by poorly
formatted content can be removed.

Products or items 1n an e-commerce catalogs can be 20
typically organized in a multi-level taxonomy, which can
group the products nto specific categories. The categories
can be broader at higher levels (e.g., there are more prod-
ucts) and narrower (e.g., there are less products) at lower
levels of the product taxonomy. For example, a product 25
taxonomy associated with clothing can be represented as
Clothing>Sweaters>Cardigans & Jackets. The category
“Clothing” 1s quite general, while “Cardigans & Jackets™ are
a very specific type of clothing. A user’s queries can refer to
a category (e.g., dresses, pants, skirts, etc.) identified by a 30
taxonomy label or to a specific product item (e.g., 1tem
#30018, Boyiriend Cardigan, etc.). In a web-based search or
query session, a query could either start from a generic
category and narrow down to a specific product or vice
versa. CTD module 160 can extract category labels from the 35
catalog taxonomy, product attributes, attribute types, and
attribute values, as well as product titles and descriptions.

The CTD module 160 can automatically generate attribute
type synonyms and lexical variations for each attribute type
from search query logs, product descriptions, and product 40
reviews, and can automatically extract referring expressions
from the tenant product catalog or the user clickstream data.
The CTD module 160 can also automatically generate query
responses based on the tenant catalog and the lexicon of
natural language units or words that are associated with the 45
tenant and included in CTD module 160.

The CTD module 160 utilizes the extracted data to train
classification algorithms to automatically categorize catalog
data and product attributes included 1n a natural language
query provided by a user. The extracted data can also be used 50
to train a full search engine based on the extracted catalog
information. The full search engine can thus include indexes
for each product category and attribute. The extracted data
can also be used to automatically define a dialog frame
structure that will be used by a dialog manger module, 55
described later, to maintain a contextual state of the query
response dialog with the user.

As shown 1n FIG. 3, the maestro 334 can interface with a
plurality of natural language agent (NLA) ensembles 145,
Each of the NLA ensembles 145 can include one or more of 60
a natural language generator (NLG) module 336, a dialog
manager (DM) module 338, and a natural language under-
standing (NLU) module 340. In some implementations, the
NLA ensembles 145 can include pre-built automations,
which when executed at run-time, implement query 65
response policies for a particular context of a query response
dialog with a user. For example, the pre-built automations
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can 1nclude policies associated with searching, frequently-
asked-questions (FAQ), customer care or support, order
tracking, and small talk or commonly occurring query
response dialog sequences which may or may not be con-
textually relevant to the user’s query. The NLA ensembles
145 can include reusable dialog policies, dialog state track-
ing mechanisms, domain and schema definitions. Custom-
1zed NLA ensembles 145 can be added to the plurality of
NLA ensembles 145 1n a compositional manner as well.

Each NLA ensemble 145 can include at least one of a
natural language understanding (NLU) module 336, a dialog
manager (DM) module 338, and a natural language genera-
tor (NLG) module 340.

As shown 1n FIG. 3, the NLA ensemble 145 includes a
natural language understanding (NLU) module 336. The
NLU module 336 can implement a variety of classification
algorithms used to classity mput text associated with a user
query and generated by the ASR engines 140 1into a semantic
interpretation. In some 1implementations, the NLU 336 can
classily mput text when the query incudes customer support
requests/questions about products and services. In some
implementations, the NLU module 336 can implement a
stochastic intent classifier and a named-entity recognizer
ensemble to perform intent classification and information
extraction, such as extraction of entity or user data. The
NLU module 336 can combine different classification algo-
rithms and can select the classification algorithm most likely
to provide the best semantic interpretation for a particular
user query by determining context of the query response
dialog and integrating past query response dialog histories.

The classification algorithms 1included 1n the NLU module
336 can be trained 1n a supervised machine learning process
using support vector machines or using conditional random
field modeling methods. In some implementations, the clas-
sification algorithms included in the NLU module 336 can
be tramned using a convolutional neural network, a long
short-term memory recurrent neural network, as well as a
bidirectional long short-term memory recurrent neural net-
work. The NLU module 336 can receive the user query and
can determine surface features and feature engineering,
distributional semantic attributes, and joint optimizations of
intent classifications and entity determinations, as well as
rule based domain knowledge 1n order to generate a seman-
tic interpretation of the user query. In some implementa-
tions, the NLU module 336 can include one or more of intent
classifiers (IC), named entity recognition (NER), and a
model-selection component that can evaluate performance
of various IC and NER components in order to select the
configuration most likely generate contextually accurate
conversational results. The NLU module 336 can include
competing models which can predict the same labels but
using different algorithms and domain models where each
model produces different labels (customer care inquires,
search queries, FAQ), etc.).

The NLA ensemble 145 also includes a dialog manager
(DM) module 338. The DM module 338 can select a next
action to take i a query response dialog with a user. The
DM module 338 can provide automated learning from user
dialog and interaction data. The DM module 338 can imple-
ment rules, frames, and stochastic-based policy optimization
with dialog state tracking. The DM module 338 can maintain
an understanding of query response dialog context with the
user and can generate more natural language interactions in
a dialog by providing full context interpretation of a par-
ticular dialog with anaphora resolution and semantic slot
dependencies. In new dialog scenarios, the DM module 338
can mitigate “cold-start” 1ssues by implementing rule-based




US 11,972,467 B2

15

dialog management in combination with user simulation and
reinforcement learning. In some 1mplementations, sub-dia-
log and/or conversation automations can be reused in dii-
ferent domains.

The DM module 338 can receive semantic interpretations
generated by the NLU module 336 and can generate a query
response dialog response action using context interpreter, a
dialog state tracker, a database of dialog history, and an
ensemble of dialog action policies. The ensemble of dialog
action policies can be refined and optimized using rules,
frames and one or more machine learning techniques.

As further shown in FIG. 3, the NLA ensemble 145
includes a natural language generator (NLG) module 340.
The NLG module 340 can generate a textual response based
on the response action generated by the DM module 338.
For example, the NLG module 340 can convert response
actions into natural language and multi-modal responses that
can be uttered or spoken to the user and/or can be provided
as textual outputs for display to the user. The NLG module
340 can include a customizable template programming
language which can be integrated with a dialog state at
runtime.

In some implementations, the NLG module 340 can be
configured with a flexible template interpreter with dialog
content access. For example, the flexible template interpreter
can be implemented using Jinja2, a web template engine.
The NLG module 340 can recerve a response action the DM
module 338 and can process the response action with dialog
state information and using the template mterpreter to gen-
crate output formats 1n speech synthesis markup language
(SSML), VXML, as well as one or more media widgets. The
NLG module 340 can further receive dialog prompt tem-
plates and multi-modal directives. In some 1mplementat10ns
the NLG module 340 can maintain or receive access to the
current query response dialog state, a query response dialog
history, and can refer to variables or language elements
previously referred to mm a query response dialog. For
example, a user may have previously provided the utterance
“Can my 5'0" tall husband reach the 1ce maker?”. The NLG
module 340 can label a portion of the dialog as PERSON_
TYPE and can associate a normalized GENDER slot value
as FEMALE. The NLG module 340 can inspect the gender
reference and customize the output by using the proper
gender pronouns such as ‘her, she, etc.’

FI1G. 4 1s a flowchart illustrating an example method 400
for providing an answer to a query via the QA expansion
system described i FIG. 1. At 405, data characterizing a
query for information associated with a first 1item of a
plurality of items included in an 1tem catalog can be
received. For example, the data characterizing the query can
be received by the client device 102 and provided to the QA
processing platform 120. In some embodiments, the data
characterizing the query can be recerved from a data source
coupled to the client device 102 or the QA processing
plattorm 120. For example, the data source can include a
community generated question-answer data source. The
community generated QA data source can include a web site
or application that 1s not atliliated with a particular product
or item, but 1includes questions and answers about a variety
of products and items. In some embodiments, the data
characterizing the query may be received in regard to a
product review or a user inquiring about one or more aspects
of a particular product available 1 the product catalog
and/or via a product web site.

The data characterizing the query can include information
about a broad range of aspects relating to the product. The
data characterizing the query can include product availabil-
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ity, product features, and prices. Often, a user provides the
query because there 1s mnsuflicient information available to
the user 1n the product catalog or the user has a specific
intended use or inquiry about product details which 1s not
readily available.

Data characterizing user queries 1s often provided to
e-commerce platforms or web sites where a variety of
products or items can be described or provided for sale.
E-commerce websites are typically capable of capturing
query data in the form of product questions, such as com-
munity or product question answering (PQA) data, that can
be posted on the specific product description page and
answered by product experts, e-commerce brand ambassa-
dors, or other customers with experience with the actual
product usage. Answers can be moderated, rated as useful,
or deemed as not useful by other users. As result, the overall
quality of the answers 1s relatively accurate and self-curated.
PQA data 1s different from question-and-answer data that
can be found it 1n websites such as Quora, Yahoo Answers,
and Stack Overtlow where the questions address a broad
range ol topics, and typically, the answers are lengthy and
organized 1n conversational threads. PQA data is typically
focused on questions related to products features, specifi-
cation, usage, and facts. Additionally, PQA answers are
typically shorter than the ones in online question and answer
websites.

In addition, PQA data may not be available across all
products 1n a product or item catalog. More popular products
tend to receive greater attention of users, and thus, the PQA
data associated with popular products can be richer and
more robust compared to less popular products where users
may have provided minimal or no PQA data.

At 410, an attribute of the first item can be determined.
The determining can be performed using a predictive model
trained using question-answer pair data associated with a
portion of the plurality of 1items. The portion can include a
second 1tem as well as the first 1tem.

Determining the attribute can include extracting a topic of
the query and determining the attribute based on the query.
Once determined, a similarity metric can be determined
between the attribute and one or more attributes included 1n
a mapping ol attributes and attribute values. For example,
the mapping can include data associated with all products in
a product catalog, their corresponding attributes and attri-
bute values. An updated mapping can be provided to include
the determined attribute. In some embodiments, providing
the updated mapping can include applying a threshold to the
similarity metric and selecting an attribute whose similarity
metric 1s above the threshold for inclusion 1n the updated
mapping ol attributes and attribute values.

In some embodiments, the attribute can be determined by
applying entity tagging models to the query. Entity tagging
can refer to the process of labelling (or tagging) word
sequences that belong to the same entity. The word
sequences can be labelled or tagged 1n a document or a text
representing an answer to a question. For example, “liquid
propane” 1s a sequence of words that can be labelled or
tagged with a “fuel type” attribute and can be automatically
identified by a sequence tagging model, based on the attri-
bute, when the sequence of words 1s presented 1n a sentence.
The entity tagging models can generalize and capture varia-
tions such as “propane” or “fuel propane”.

In some embodiments, the attribute can be determined
using unsupervised machine learning techmiques, such as
tree-cut models. Tree-cut models can implement methods to
automatically detect and determine attributes 1n a sentence.
The tree-cut models may not require annotated data for
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training. Tree-cut models can be applied to a data structure,
such as a question tree data structure. A tree-cut model can
be used to 1dentily cuts or partitions 1n the question tree data
structure corresponding to question topics and question
focus. In some embodiments, the tree-cut model can include
a minimum description length (MLD)-based model. MLD
models can utilize taxonomies associated with questions to
determine a topic profile and a specificity measure. A topic
profile can include a probability distribution of the topics
distributed 1nto one or more topic categories. The topic
categories can be leal nodes of the tree data structure and
cach question can be tagged as associated with a leal node.
The specificity measure can measure the information needs
of users for provide questions. For example, the specificity
measure can be determined as the mverse entropy of a topic
profile computed for a given term “t”. A term with a high
specificity measure can specily the question’s topic, A term
with a low specificity measure can specily the question’s
focus. The tree-cut models can also be used to determine a
topic chain for a question. For example, for a question q a
topic chain can be determined including a sequence of
ordered topic terms such that the terms are ordered by
specificity (from higher to lower). The tree-cut models can
also be used to determine a prefix tree built over the topic
chains extracted from the questions.

In some embodiments, the predictive model can be
trained 1n a machine learning process. The training can
include clustering the question-answer pair data associated
with the plurality of items 1n the 1tem catalog. The question-
answer pair data can include a first data element character-
1zing a query or a question provided by a user for informa-
tion associated with an 1tem. The question-answer pair data
can also include a second data element characterizing a
natural language answer to the query or question. The
predictive model can also be trained by determining at least
one centroid question based on the clustering and catego-
rizing the question-answer pair data based on the clustering.
Outliers can be removed from the categorized question-
answer pair data and an attribute can be associated with each
question-answer pair.

In some embodiments, determining the attribute can also
include determining a query type associated with the query.
The type of query can be identified by comparing the query
to existing questions or queries collected for a particular
product or product category. The query type can be deter-
mined based on a clustering similarity metric, a text classi-
fication similarity metric, or comparison with stored or
retrieved information. The stored or retrieved information
can 1nclude product specific information and attribute data
which may be included in product marketing or sales data,
a product specification data sheet, or a comparison docu-
ment comparing the product to one or more similar products
in the same product category or the like.

In some embodiments, a clustering similarity metric can
include a function that can quantify a measure of similarity
between a numerical representation of a question and clus-
ters of questions represented by centroids generated using a
clustering technique as described herein. The clusters can
represent questions that share the same topic. In some
embodiments, the text classification similarity metric can
include a function that can quantify a measure of similarity
between two questions based on a numerical representation
of two questions. For example, “fridges with an 1ce maker”
and “Iridges that have an ice maker” will have a high
similarity measure.

Queries provided by a user can include one or more query
types. The query types can include a factoid type, a confir-
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mation type, a subjective type, an opinion type, or a mis-
cellaneous type. In some embodiments, a factoid query type
can include a question that 1s about one or more factual or
specific aspects ol an attribute of a product or item. For
example, a factoid type query can include “What is the
capacity of this refrigerator?” or “What are the dimensions
of this lawnmower when it 1s folded up for storage?”.

In some embodiments, a confirmation query type can
include a question to confirm the presence of a product
attribute or an attribute value. For example, a confirmation
query type can include “Does this grill use propane?” or
“Are the batteries for this model sold separately?”. In some
embodiments, a subjective query type can include a question
that may 1nclude reference to a hypothetical situation or a
personal usage of the product or item. For example, a
subjective query type can include “Is this refrigerator large
enough for my weekly grocery shopping?” or Will I get a
low cut using this lawnmower?”. In some embodiments, an
opinion query type can include a question referring to
opinions about a product. For example, an opinion query
type can include “What 1s the best rated propane grill?” or
“What do people say about this product?”. In some embodi-
ments, a miscellaneous query type can include any other
query types that do not fall into other query types. For
example, miscellaneous query types can include questions
regarding recommendations or usage. Examples of miscel-
laneous query types can include “What would you recom-
mend to wear with these shoes?”, “Can I use this fertilizer
in winter?”, or “Would this cover fit my grill?”.

Although subjective and opinion query types are usetul to
better understand how a product 1s perceived and used in the
marketplace, factoid and confirmation query types can be
more 1mportant in the pre-sale process since they provide
concrete information about product attributes that are not
casy to infer directly from the product catalog and are more
likely to assist customers in the purchase decision process.
In some embodiments, the query type can be determined
based on classitying the query prior to determining the
attribute of the first item.

At 415, an attribute value can be determined using a
mapping ol attributes and attribute values associated with
the plurality of items in the i1tem catalog. Enfity tagging
models or unsupervised machine learning techniques can be
used to extract attribute values from the mapping of attri-
butes and attribute values.

In some embodiments, the attribute value can be deter-
mined based on matching the attribute value to attribute
values 1n the item catalog. In some embodiments, the
attribute value can be determined based on a clustering
similarity metric of the attribute value and at least one
attribute value 1n the 1tem catalog. In some embodiments,
the attribute value can be determined based on a text
classification similarity metric of the attribute value and at
least one attribute value in the item catalog. In some
embodiments, the attribute value can be determined based
on retrieved or stored mformation corresponding to the
attribute. The stored or retrieved information can include
product specific information and attribute data which may be
included i product marketing or sales data, a product
specification data sheet, or a comparison document compar-
ing the product to one or more similar products in the same
product category or the like.

At 420, a characterization of the attribute value can be
provided as an answer to the query and the answer can be
provided to the user via the client device 102. In some
embodiments, providing the answer can include generating
the answer using a natural language engine based on the
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updated mapping of attributes and attribute values. For
example, with reference to FIGS. 1 and 3, the NLA 145 can
generate the answer 1n a natural language format.

FIG. 5§ 1s an example data structure 500 used by the QA
expansion system of FIG. 1. The data structure 500 can
represent a taxonomy tree structure. Intermediate nodes can
represent product categories and leal nodes can represent
products belonging to a particular product category. The tree
structure 300 can form a hierarchical structure that identifies
general or broad categories closer to the root (e.g., node C, |,
“Appliances”) and more specific product categories (e.g.,
node C, 5, “French Door Refrigerators™) away from the root
node. For example, intermediate nodes C, ;, C5,, and C, 4
can represent a hierarchical product categorization 1n which
C, , represents “Appliances”, C;, represents “Refrigera-
tors”, and C, ; represents “French Door Refrigerators™. Each
leat node P; can include one or more pairs of question-
answer data (e.g., Q,, A,) associated with each product. Node
P- can represent a specific product belonging to the category
of “French Door Retrigerators™. As noted in FIG. 5, node P,
can be associated with a “Whirlpool 28.4 cu 1t. Side-by-Side
Retrigerator” for which a large amount of PQA data (e.g.,
query and response data) has been collected. For example,
node P- has seven (7) pairs of question-answer data associ-
ated with 1t (e.g., [(Q,, A,) ... (Q,, A )]-. In contrast, node
P, can represent a newer refrigerator, the “LG Crait IceS-
mart Wi-Fi1 Enabled 29.7 cu it. French Door Refrigerator,
that has been recently added to the product catalog and for
which no PQA data (e.g., query and response data) has been
collected or 1s available. For example, node P, has no (0)
pairs of question-answer data associated with 1t (e.g., [ ],).

FI1G. 6 1llustrates an example workilow 600 for expanding
question-answer data associated with a first plurality of
items to a second plurality of 1tems using the QA expansion
system of FIG. 1. In some embodiments, the worktflow 600
can be configured for real-time expansion of QA pair data to
one or more products in a product or 1tem catalog. In other
embodiments, the workflow 600 can be configured for
ofl-line processing and expansion of QA pair data to one or
more products 1n a product or item catalog. The techniques
described herein can utilize the worktlow 600 to understand
questions associated with QA pair data for a first set of
products (e.g., popular products) and to expand the answers
to a second set of products (e.g., less popular products). For
example, as shown 1n FIG. 6, the workflow 600 can be used
to determine query responses (€.g., answers ) associated with
nodes P, and P, based on QA pair data that has been
processed 1n regard to nodes P-, Pg, and P..

The worktlow 600 can include a clustering step 605. In
some embodiments, the clustering step 605 can include
using deep learning clustering techniques, such as K-means,
or Approximate Nearest Neighbors techniques, to cluster the
QA paitr data into clusters. In this way, each cluster can be
associated to 1ts centroid question.

The workflow 600 can also include a classification step
610. The classification step 610 can include classifying the
QA pair data into categories using the cluster centroids or
other classification techniques. In some embodiments, a
human annotator can assign a label to each of the clusters
identified in step 605. For example, if the QA pair data
includes data related to a dimension attribute of a product,
the cluster including these questions could be assigned a
label related to a dimension, such as “dimensions_ques-
tions”. In some embodiments, a pre-determined question
taxonomy could be used to classily each cluster. In some
embodiments, the QA pair data can be cleaned after classi-
tying to remove spam questions, or unrelated questions from
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the original set of QA pair data. In this way, unrelated
questions will not be erroneously associated with a cluster of
questions and can be removed.

In step 615, product attributes can be extracted by tagging,
the QA pair data. Since each cluster may contain questions
about multiple attributes, the QA pair data can be used to
train an unsupervised predictive model to perform entity
extraction. For example, a tree-cut model can be used to
generate a list of attributes addressed by the question. The
trained predictive model can extract the target topic of the
questions. For example, the question “Does this iridge has
an 1cemaker?”” can be determined to include a target topic of
“1ce maker”. In some embodiments, text classifiers can be
trained to categorize the target attributes in the questions
without 1dentifying the specific location of the attributes in
the questions. In some embodiments, a full entity tagger can
identify the attributes and their location 1n the text. The full
entity tagger can be configured and implemented as a
predictive model trained with strong supervision. As a result,
the full entity tagger can generate robust, highly accurate
results. In some embodiments, full entity taggers can be
trained from manually annotated data that imnclude entities
identified and tagged with respect to their position 1 a
sentence. When a full entity tagger 1s trained 1n this manner,
it can recognize and tag entities for mstances 1 which the
entity has not been observed before 1n the training data. The
product catalog 620 can be used to train the predictive
model.

At 625, QA pair data can be expanded to generate answer
to questions associated with other products in the product
catalog 620, such as the less popular products identified as
nodes P, and P,. For example, once the questions that refer
to a given product in the product catalog 620 are 1dentified,
the answer can be constructed by leveraging the unsuper-
vised predictive model and the attribute values for the
product that are included in the product catalog 620. To
generate answers for questions that are associated with less
popular products (or any product in the product catalog for
which the QA pair data does address), the target topics can
be extracted from user queries using an unsupervised model,
such as a tree-cut model. Entity linking can be performed to
match the target topic of the query to one or more attributes
in the product catalog 620. The product catalog 620 can
include a taxonomy of products, product attributes, and the
corresponding values of the product attributes.

In some embodiments, the entity linking can be per-
formed using attribute lookups 1n the product catalog 620. In
some embodiments, a more flexible information retrieval
technique can be used. For example, 1n some embodiments,
a technique such as term frequency-inverse document fre-
quency (TF-IDF) or a bag-of-words retrieval function, such
as BM25, can be used to speed up processing while main-
taining accuracy. Once the linked attributes and the target
product corresponding to the user’s query are known, a
text-based similarity metric can be determined between the
product attributes and the detected attributes. The text-based
similarity metric can be determined using a language model.
In some embodiments, the language model can include a
pre-trained language model configured to determine and
generate contextual word embeddings. In some embodi-
ments, the pre-trained language model can include a bidi-
rectional encoder representation from transformer (BERT)
model. The BERT model can pre-train deep bidirectional
representations from unlabeled text by jointly conditioming,
on both left and right context 1n all layers. As a result, the
pre-trained BERT model can be fine-tuned with just one
additional output layer to create state-of-the-art models for
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a wide range of tasks, such as question answering and
language 1nference, without substantial task-specific archi-
tecture modifications.

A threshold can be applied to retain only the most relevant
attributes. The final attribute set 1s provided to a natural
language generator, such as the NLA 145 described 1n
relation to FIGS. 1 and 3, to produce a suitable natural
language answer to be provided to the user via the client
device 102.

FIG. 7 1s a table 1llustrating an example embodiment of
expanding question-answer data via the QA expansion sys-
tem of FIG. 1 using the worktlow 600 of FIG. 6. As shown
in FIG. 7, in step 1, questions can be received from a
community of users or a data source associated with a
community of users. In step 2, the questions can be clustered
into different categories that are associated with the target
topic of a question. In step 3, the clusters of questions can
be classified and in step 4, the classified clusters can be
provided to an unsupervised model traimned to determine a
topic for a question. In step 35, the unsupervised model has
been trained as a predictive model to output a topic based on
a question provided as an input.

FIG. 8 1s a table illustrating an example embodiment of a
workilow 800 for providing an answer to a query via the QA
expansion system of FIG. 1. As shown i FIG. 8, the
worktlow 800 begins in step 1 when question 1s received.
Given the question “Does this fridge have an ice-maker?”,
the unsupervised model can extract a topic, e.g., “ice-
maker”, of the question. In step 2, attributes i1n the product
catalog which are determined to correlate to the extracted
topic are determined using an entity look up or information
retrieval technique, such as TF-IDF. For instance, a list of
attributes including “ice maker”, “ice maker type”, “com-
mon size ice maker”, and “ice shape” are obtained. In step
3, based on the product for which the user 1s providing the
query, a similarity metric can be computed between the
product attributes and the attribute list generated 1n step 2.
A similarity metric value 1s determined for each attribute
generated 1n step 2. For example, “ice maker” has a simi-
larity metric value of 0.9, while “ice shape” has a similarity
metric value of 0.5. In step 4, attributes are filtered and those
having a similarity metric value below a predetermined
threshold (e.g., 0.70) are discarded. In step S, the remaining
attributes are sent to a natural language generators, such as
the NL A 145 described in FIG. 1, to determine an answer to
the question. In some embodiments, to generate a complete
answer with the current attribute values for the target prod-
uct for which the question was received, the natural lan-
guage generators can apply a template to format the answer.
For example, the template can indicate “The refrigerator
<relrigerator name> 1s equipped with an icemaker” 1n case
the value of the attribute i1s true and *“the refrigerator
<relrigerator name> 1s not equipped with an icemaker” 1n
case the attribute 1s false. When multiple attributes are
present, they may be grouped in tables, for instance, “The
refrigerator <reifrigerator name> dimensions are the follow-
ing <table with dimensions>".

FIG. 9 1s another example embodiment of expanding
question-answer data to a third plurality of items via the QA
expansion system of FIG. 1. As shown in FIG. 9, the
question answer expansion system described herein can be
used to expand answers to questions for a more general and
broad range of products. For example, node C, , can repre-
sent a broader product category that includes “Mini1 fridges”,
“Top-freezer refrigerators”, Side-by-side refrigerators™, and
the like. The methods of QA understanding and expansion
described herein can be applied to other product categories
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by processing all the questions that are available in the QA
pair data associated with Refrigerators that are included in
each of the child-nodes under node C; .

Exemplary technical effects of the methods, systems, and
computer-readable medium described herein include, by
way ol non-limiting example, processing a user query using
a question-answer expansion system trained using question-
answer pair data and generating answers to the user query.
The question-answer expansion system can perform meth-
ods to determine answers to the query by evaluating attri-
butes associated with a plurality of items 1n an item catalog,
and determining an attribute of an item described in the
query. The question-answer expansion system can generate
item-specific answers with little to no pre-configured attri-
bute data for an item that 1s the subject of a user query. In
this way, the question-answer expansion system can gener-
ate answers efliciently for items that are less popular or
newly added to an item catalog and thus, improve the user
experience when querying in regard to an item included 1n
an item catalog. The question-answer expansion system can
improve the accuracy and robustness of query dialogs using
a catalog-to-dialog data structure incorporated into a
machine learning process used to train classification algo-
rithms configured to process the user query and generate
query responses. The question-answer expansion system
also provides improved interfaces for tenants to customize
query dialog interfaces and provide more accurate query
dialog responses based on integrated e-commerce data
sources such as user account, billing, and customer order
data.

Certain exemplary embodiments have been described to
provide an overall understanding of the principles of the
structure, function, manufacture, and use of the systems,
devices, and methods disclosed herein. One or more
examples of these embodiments have been 1llustrated in the
accompanying drawings. Those skilled in the art will under-
stand that the systems, devices, and methods specifically
described herein and illustrated 1n the accompanying draw-
ings are non-limiting exemplary embodiments and that the
scope ol the present invention 1s defined solely by the
claims. The features illustrated or described 1n connection
with one exemplary embodiment can be combined with the
features of other embodiments. Such modifications and
variations are intended to be included within the scope of the
present invention. Further, in the present disclosure, like-
named components of the embodiments generally have
similar features, and thus within a particular embodiment
cach feature of each like-named component 1s not necessar-
ily fully elaborated upon.

The subject matter described herein can be implemented
in analog electronic circuitry, digital electronic circuitry,
and/or 1n computer software, firmware, or hardware, includ-
ing the structural means disclosed in this specification and
structural equivalents thereof, or in combinations of them.
The subject matter described herein can be implemented as
one or more computer program products, such as one or
more computer programs tangibly embodied in an informa-
tion carrier (€.g., in a machine-readable storage device), or
embodied 1n a propagated signal, for execution by, or to
control the operation of, data processing apparatus (e.g., a
programmable processor, a computer, or multiple comput-
ers). A computer program (also known as a program, sofit-
ware, software application, or code) can be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t can be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use 1in a computing
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environment. A computer program does not necessarily
correspond to a file. A program can be stored 1n a portion of
a file that holds other programs or data, in a single file
dedicated to the program in question, or in multiple coor-
dinated files (e.g., files that store one or more modules,
sub-programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described in this specifi-
cation, including the method steps of the subject matter
described herein, can be performed by one or more pro-
grammable processors executing one or more computer
programs to perform functions of the subject matter
described herein by operating on input data and generating
output. The processes and logic flows can also be performed
by, and apparatus of the subject matter described herein can
be implemented as, special purpose logic circuitry, e.g., an
FPGA (field programmable gate array) or an ASIC (appli-
cation-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processor of
any kind of digital computer. Generally, a processor will
receive istructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for executing instructions and one
or more memory devices for storing instructions and data.
Generally, a computer will also include, or be operatively
coupled to receive data from or transier data to, or both, one
or more mass storage devices for storing data, e.g., mag-
netic, magneto-optical disks, or optical disks. Information
carriers suitable for embodying computer program instruc-
tions and data include all forms of non-volatile memory,
including by way of example semiconductor memory
devices, (e.g., EPROM, EEPROM, and flash memory
devices); magnetic disks, (e.g., internal hard disks or remov-
able disks); magneto-optical disks; and optical disks (e.g.,
CD and DVD disks). The processor and the memory can be
supplemented by, or incorporated 1n, special purpose logic
circuitry.

To provide for interaction with a user, the subject matter
described herein can be implemented on a computer having
a display device, e.g., a CRT (cathode ray tube) or LCD
(liguid crystal display) monitor, for displaying information
to the user and a keyboard and a pointing device, (e.g., a
mouse or a trackball), by which the user can provide input
to the computer. Other kinds of devices can be used to
provide for interaction with a user as well. For example,
teedback provided to the user can be any form of sensory
teedback, (e.g., visual feedback, auditory feedback, or tactile
teedback), and input from the user can be received 1n any
form, including acoustic, speech, or tactile mput.

The techmiques described herein can be implemented
using one or more modules. As used herein, the term
“module” refers to computing software, firmware, hardware,
and/or various combinations thereof. At a minimum, how-
ever, modules are not to be interpreted as software that 1s not
implemented on hardware, firmware, or recorded on a
non-transitory processor readable recordable storage
medium (i1.e., modules are not software per se). Indeed
“module” 1s to be interpreted to always include at least some
physical, non-transitory hardware such as a part of a pro-
cessor or computer. Two diflerent modules can share the
same physical hardware (e.g., two different modules can use
the same processor and network interface). The modules
described herein can be combined, integrated, separated,
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and/or duplicated to support various applications. Also, a
function described herein as being performed at a particular
module can be performed at one or more other modules
and/or by one or more other devices instead of or 1n addition
to the function performed at the particular module. Further,
the modules can be implemented across multiple devices
and/or other components local or remote to one another.
Additionally, the modules can be moved from one device
and added to another device, and/or can be included 1n both
devices.

The subject matter described herein can be implemented
in a computing system that includes a back-end component
(c.g., a data server), a middleware component (e.g., an
application server), or a front-end component (e.g., a client
computer having a graphical user interface or a web browser
through which a user can interact with an implementation of
the subject matter described herein), or any combination of
such back-end, middleware, and front-end components. The
components of the system can be interconnected by any
form or medium of digital data communication, €.g., a
communication network. Examples of communication net-
works 1nclude a local area network (“LLAN”) and a wide area
network (“WAN™), e.g., the Internet.

Approximating language, as used herein throughout the
specification and claims, can be applied to modily any
quantitative representation that could permissibly vary with-
out resulting in a change 1n the basic function to which 1t 1s
related. Accordingly, a value modified by a term or terms,
such as “about,” “approximately,” and “substantially,” are
not to be limited to the precise value specified. In at least
some 1nstances, the approximating language can correspond
to the precision of an instrument for measuring the value.
Here and throughout the specification and claims, range
limitations can be combined and/or interchanged, such
ranges are 1dentified and include all the sub-ranges con-
tained therein unless context or language indicates other-
wise.

One skilled 1n the art will appreciate further features and
advantages of the mvention based on the above-described
embodiments. Accordingly, the present application 1s not to
be lmmited by what has been particularly shown and
described, except as indicated by the appended claims. All
publications and references cited herein are expressly mcor-
porated by reference 1n their entirety.

The mvention claimed 1s:

1. A method comprising:

recerving data characterizing a query for information

associated with a first item of a plurality of items
included in an 1tem catalog;
determining an attribute of the first 1tem, wherein the
determining 1s performed using a predictive model
trained using a plurality of question-answer pair data
associated with a portion of the plurality of items
included 1n the item catalog, the portion including a
second 1tem, wherein the plurality of question-answer
pair data includes at least one first data element char-
acterizing a query for information associated with the
second item and at least one second data element
characterizing a natural language answer to the query
for information associated with the second 1tem:;

determining an attribute value of the attribute of the first
item using a mapping of attributes and attribute values
associated with the plurality of items 1n the item
catalog; and

providing, as an answer to the query for information

associated with the first item, a characterization of the
attribute value of the attribute of the first item.
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2. The method of claim 1, wherein the portion of the
plurality of items comprises the first 1tem.

3. The method of claim 1, wherein determining the
attribute comprises determining a query type associated with
the query, the query type determined based on classifying
the query prior to determining the attribute of the first 1tem.

4. The method of claim 3, wherein the query type includes
at least one of a factoid type, a confirmation type, a subjec-
tive type, an opinion type, or a miscellaneous type.

5. The method of claim 3, wherein the query type 1s
determined based on at least one of a clustering similarity
metric, a text classification similarity metric, or retrieved
information.

6. The method of claim 1, wherein the attribute value 1s
determined based on at least one of matching the attribute
value to attribute values 1n the item catalog, a clustering
similarity metric of the attribute value and at least one
attribute value 1n the item catalog, a text classification
similarity metric of the attribute value and at least one
attribute value 1n the item catalog, or retrieved information
corresponding to the attribute.

7. The method of claim 1, wherein determining the
attribute further comprises extracting a topic of the query;

determining the attribute based on the topic of the query;

determining a similarity metric between the attribute and
one or more attributes included in the mapping of
attributes and attribute values; and

providing an updated mapping of attributes and attribute

values including the determined attribute.

8. The method of claim 7, wherein providing the updated
mapping of attributes and attribute values further comprises

applying a threshold to the similanty metric; and

selecting an attribute whose similarity metric 1s above the
threshold for inclusion in the updated mapping of
attributes and attribute values.

9. The method of claim 7, wherein providing the answer
turther comprises

generating the answer using a natural language engine

based on the updated mapping of attributes and attri-
bute values.

10. The method of claim 1, wherein training the predictive
model comprises

clustering the plurality of question-answer pair data asso-

ciated with the plurality of items 1n the 1tem catalog;
determining at least one centroid question based on the
clustering;

categorizing the plurality of question-answer pair data

based on the clustering;

removing at least one outlier from the categorized plu-

rality of question-answer pair data; and

associating an attribute with each question-answer pair

included in the plurality of question-answer pair data.

11. The method of claim 1, wherein the query for infor-
mation 1s recerved from a user i1n an electronic commerce
platiorm.

12. The method of claim 1, wherein the item catalog
includes a listing of the plurality of items, a listing of one or
more attributes associated with each item of the plurality of
items, and a listing of one or more attribute values associated
with each of the one or more attributes.

13. The method of claim 1, wherein the attribute includes
at least one of an item size, an item dimension, an item
shape, an 1tem configuration, an item Ieature, an item
availability, an item component, an 1tem ranking, an item
capacity, an item usage, and/or an item price.

14. The method of claim 1, wherein the received data
characterizing the query 1s received from a data source
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unafhliated with the plurality of 1tems 1n the 1item catalog, the
data source including community generated question-an-
swer pair data.

15. The method of claim 1, further comprising

generating a hierarchical data structure comprising a first

set of nodes corresponding to a first plurality of ques-
tion-answer pair data associated with attributes of the
second 1tem and at least one node corresponding to the
first item:

determining a second plurality of question-answer pair

data associated with attributes of the first item based on
node locations of the first plurality of question-answer
pair data associated with attributes of the second item;
and

populating a second set of nodes of the hierarchical data

structure with the second plurality of question-answer
pair data, the second set of nodes corresponding to
attributes of the first item.

16. The method of claim 15, wherein the first item 1s
newly added to the 1tem catalog and the second item existed
previously 1n the item catalog prior to the addition of the first
item to the item catalog.

17. A system comprising:

at least one data processor; and

a memory storing mstructions, which, when executed by

the at least one data processor cause the at least one

data processor to perform operations comprising:

receiving data characterizing a query for information
associated with a first item of a plurality of items
included 1n an item catalog;

determining an attribute of the first item, wherein the
determining 1s performed using a predictive model
trained using a plurality of question-answer pair data
associated with a portion of the plurality of items
included 1n the 1tem catalog, the portion including a
second 1tem, wherein the plurality of question-an-
swer pair data includes at least one first data element
characterizing a query for information associated
with the second item and at least one second data
clement characterizing a natural language answer to
the query for information associated with the second
1tem;

determining an attribute value of the attribute of the
first item using a mapping of attributes and attribute
values associated with the plurality of items in the
item catalog; and

providing as an answer to the query for information
assoclated with the first item, a characterization of
the attribute value of the attribute of the first 1item.

18. The system of claim 17, wherein the portion of the
plurality of items comprises the first item.

19. The system of claim 17, wherein determining the
attribute comprises determining a query type associated with
the query, the query type determined based on classifying
the query prior to determining the attribute of the first item.

20. The system of claim 19, wherein the query type
includes at least one of a factoid type, a confirmation type,
a subjective type, an opinion type, or a miscellaneous type.

21. The system of claim 19, wherein the query type 1s
determined based on at least one of a clustering similarity
metric, a text classification similarity metric, or retrieved
information.

22. The system of claim 17, wherein the attribute value 1s
determined based on at least one of matching the attribute
value to attribute values in the item catalog, a clustering
similarity metric of the attribute value and at least one
attribute value 1 the item catalog, a text classification
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similarity metric of the attribute value and at least one
attribute value 1n the item catalog, or retrieved information
corresponding to the attribute.

23. The system of claim 17, wherein determining the
attribute further causes the processor to perform operations °
comprising

extracting a topic of the query;

determining the attribute based on the topic of the query;

determining a similarity metric between the attribute and

one or more attributes included in the mapping of 10
attributes and attribute values; and

providing an updated mapping of attributes and attribute

values including the determined attribute.

24. The system of claim 23, wherein providing the |
updated mapping of attributes and attribute values further
comprises

applying a threshold to the similarity metric; and

selecting an attribute whose similarity metric 1s above the

threshold for inclusion in the updated mapping of 20
attributes and attribute values.
25. The system of claim 23, wherein providing the answer
turther comprises
generating the answer using a natural language engine
based on the updated mapping of attributes and attri-
bute values.

S
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26. The system of claim 17, wherein training the predic-
tive model comprises

clustering the plurality of question-answer pair data asso-
ciated with the plurality of items 1n the item catalog;

determining at least one centroid question based on the
clustering;

categorizing the plurality of question-answer pair data

based on the clustering;

removing at least one outhier from the categorized plu-

rality of question-answer pair data; and

assoclating an attribute with each question-answer pair

included in the plurality of question-answer pair data.

27. The system of claim 17, whereimn the query for
information 1s received from a user in an electronic com-
merce platform.

28. The system of claam 17, wherein the item catalog
includes a listing of the plurality of items, a listing of one or
more attributes associated with each item of the plurality of
items, and a listing of one or more attribute values associated
with each of the one or more attributes.

29. The system of claim 17, wherein the attribute includes
at least one of an item size, an item dimension, an item
shape, an item configuration, an item {feature, an item
availability, an item component, an item ranking, an item
capacity, an item usage, and/or an item price.
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