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(57) ABSTRACT

A system for providing automated and domain specific
contextual processing for context based verification may
classity a plurality of extracted parameters from a set of
digitized training document to assign a document similarity
score with respect to a set of reference documents. The
system may automatically detect a domain for the set of
digitized training documents based on the document simi-
larity score. The system may load a domain based neural
model for the detected domain to generate a plurality of
pre-defined contextual parameters. The system may receive
a set of mput documents and perform a contextual process-
ing of the received set of documents based on the pre-
defined contextual parameters to obtain an output in form of
a plurality of filtered snippets, each bearing a corresponding
rank. The context based verification may be performed

based on the plurality of filtered smippets and the corre-
sponding rank.
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AUTOMATED CONTEXTUAL PROCESSING
OF UNSTRUCTURED DATA

BACKGROUND

[0001] Businesses across the globe that involve document-
based substantiation such as insurance companies, legal
firms and the like, tend to rely on manual verification of
information. Such mformation may be received 1n the form
of unstructured data such as non-digital documents or
images. Examples of such operations may include finding
similar legal cases for a given document, checking image
compliance against policy documents, checking profile
validity against policy document compliance and the like.

[0002] Manually performed verification may be tedious
and time-consuming, thus increasing labor costs and also
incurring overhead expenses to such businesses. Further, the
ellectiveness or accuracy of physically-read documents may
depend on the ability and professional experience of the
reviewer, which may vary on an individual basis, thereby
leading to inconsistency of verification performance. For
example, services oflering loan borrowing schemes or prop-
erty insurance schemes may involve stringent guidelines for
verification that may demand high reliability in checking
huge volume of unstructured data. In such cases, manual
verification may not be suflicient. Conventional automated
solutions may also not be reliable as they tend to be more
generalized 1n nature that may lead to erroneous prediction
or verification. One term may include different meanings
based on the domain of service. For example, an abbrevia-
tion of a term such as “dr” may relate to “drive” 1n a vehicle
insurance domain, but the same term may mean *“doctor” 1n
a medical nsurance business. Conventionally available
techniques may not be effective 1n terms of domain speci-

ficity.

SUMMARY

[0003] An embodiment of the present disclosure includes
a system for automated contextual processing for context
based venfication including a processor and a data trainer.
The processor may include a contextual processing engine
and a learming engine. The data trainer may classily, using
a classification model, a plurality of extracted parameters
from a set of digitized training documents. The classification
may be performed to assign a document similarity score
with respect to a set of reference documents corresponding,
to a plurality of domains. The data trainer may automatically
detect a domain for the set of digitized training documents
based on the document similarity score. The data trainer may
load a domain based neural model for the detected domain
to generate a plurality of pre-defined contextual parameters
specific to the detected domain. The plurality of pre-defined
contextual parameters may be obtained by extraction of
multiple queries from the set of digitized training documents
and subsequent processing of the extracted queries. The
contextual processing engine may receive a set ol mput
documents obtained by digitization of non-digital docu-
ments bearing unstructured data. The contextual search
engine may perform a contextual processing of the received
set of mput documents using an artificial intelligence (Al)
model. The contextual processing may be performed based
on the pre-defined contextual parameters to obtain an output.
The output may be in the form of a plurality of filtered
smppets, each bearing a corresponding rank. The contextual
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processing may include context building, context search and
context based ranking of one or more snippets extracted
from the mput documents. The context based verification of
the unstructured data may be performed based on the
plurality of filtered snippets and the corresponding rank. The
system may also include a hybrnid ensemble, a tag generator
and a user interface.

[0004] Another embodiment of the present disclosure may
include a method for automated contextual processing for
context based verification. The method may include classi-
tying, by a processor, using a classification model, a plu-
rality of extracted parameters from a set of digitized training,
documents, wherein the classification may be performed to
assign a document similarity score with respect to a set of
reference documents corresponding to a plurality of
domains. The method may include detecting automatically,
by the processor, a domain for the set of digitized training,
documents based on the document similarity score. The
method may include loading, by the processor, a domain
based neural model for the detected domain to generate a
plurality of pre-defined contextual parameters specific to the
detected domain, wherein the plurality of pre-defined con-
textual parameters may be obtained by extraction of multiple
queries Irom the set of digitized training documents and
subsequent processing of the extracted queries. The method
may include recerving, by the processor, a set of input
documents obtained by digitization of non-digital docu-
ments bearing unstructured data. The method may include
performing, by the processor, using an Al model, a contex-
tual processing of the received set of input documents based
on the pre-defined contextual parameters to obtain an output
in form of a plurality of filtered smippets, each bearing a
corresponding rank. The contextual processing may include
context building, context search and context based ranking
of one or more snippets extracted from the input documents.
The context based verification of the unstructured data may
be performed based on the plurality of filtered snippets and
the corresponding rank.

[0005] Yet another embodiment of the present disclosure
may include a non-transitory computer readable medium
comprising machine executable instructions that may be
executable by a processor to classity a plurality of extracted
parameters from a set of digitized training documents. The
classification may be performed to assign a document simi-
larity score with respect to a set of reference documents
corresponding to a plurality of domains. A domain may be
automatically detected for the set of digitized training docu-
ments based on the document similarity score. A domain
based neural model may be loaded for the detected domain
to generate a plurality of pre-defined contextual parameters
specific to the detected domain. The plurality of pre-defined
contextual parameters may be obtained by extraction of
multiple queries from the set of digitized training docu-
ments. A set of input documents may be received. The input
documents may be obtained by digitization of non-digital
input documents bearing unstructured data. A contextual
processing may be performed on the received set of input
documents based on the pre-defined contextual parameters
to obtain an output. The output may be 1n form of a plurality
of filtered smippets, each bearing a corresponding rank. The
contextual processing may include context building, context
search and context based ranking of one or more snippets
extracted from the mput documents. The context based
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verification of the unstructured data may be performed based
on the plurality of filtered snippets and the corresponding

rank.

BRIEF DESCRIPTION OF DRAWINGS

[0006] FIG. 1 illustrates a system for automated contex-
tual processing of unstructured data for a context based
verification, according to an example embodiment of the
present disclosure.

[0007] FIG. 2 1llustrates an overview of the components of
the system of FIG. 1, according to an example embodiment
of the present disclosure.

[0008] FIG. 3 illustrates a flow diagram for automatic
detection of a domain by data trainer of FIG. 1, according to
an example embodiment of the present disclosure.

[0009] FIG. 4 illustrates a flow diagram for obtaining a
plurality of contextual parameters by the data trainer of FIG.
1, according to an example embodiment of the present
disclosure.

[0010] FIG. S illustrates an overview ol contextual pro-
cessing by contextual processing engine of FIG. 1, accord-
ing to an example embodiment of the present disclosure.

[0011] FIG. 6A illustrates a flow diagram for context
building performed by contextual processing engine of FIG.
1, according to an example embodiment of the present
disclosure.

[0012] FIG. 6B illustrates a flow diagram for context
building performed by contextual processing engine 1n addi-
tion to the 1llustration 1n FIG. 6A, according to an example
embodiment of the present disclosure.

[0013] FIG. 7A illustrates an example pertaining to con-
text building, according to an example embodiment of the
present disclosure.

[0014] FIG. 7B illustrates an example pertaining to critical
word detection 1in context building, according to an example
embodiment of the present disclosure.

[0015] FIG. 8A illustrates a flow diagram for context
search and context based ranking involved in contextual
processing in continuation to the illustration in FIG. 6B,
according to an example embodiment of the present disclo-
sure.

[0016] FIG. 8B illustrates plurality of filtered snippets
obtained at a user interface, according to an example
embodiment of the present disclosure.

[0017] FIG. 9A illustrates an example of processing per-
formed by hybrid ensemble of FIG. 1, according to an
example embodiment of the present disclosure.

[0018] FIG. 9B illustrates an example of data obtained by
the processing illustrated i FIG. 9A, according to an
example embodiment of the present disclosure.

[0019] FIG. 10 illustrates an example of the generation of
tag annotation by tag generator of FIG. 1, according to an
example embodiment of the present disclosure.

[0020] FIG. 11 1llustrates a hardware platform for imple-
mentation of the disclosed system, according to an example
embodiment of the present disclosure.

[0021] FIG. 12 1llustrates a tflow diagram for method steps
for automated contextual processing for context based veri-
fication, according to an example embodiment of the present
disclosure.
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DETAILED DESCRIPTION

[0022] Forsimplicity and illustrative purposes, the present
disclosure 1s described by referring mainly to examples
thereof. The examples of the present disclosure described
herein may be used together 1n different combinations. In the
tollowing description, details are set forth in order to provide
an understanding of the present disclosure. It will be readily
apparent, however, that the present disclosure may be prac-
ticed without limitation to all these details. Also, throughout
the present disclosure, the terms “a” and “an” are intended
to denote at least one of a particular element. The terms “a”
and “a” may also denote more than one of a particular
element. As used herein, the term “includes” means includes
but not limited to, the term “including” means including but
not limited to. The term “based on” means based at least in
part on, the term “based upon” means based at least in part
upon, and the term “such as” means such as but not limited
to. The term “relevant” means closely connected or appro-

priate to what 1s being performed or considered.

Overview

[0023] Various embodiments describe providing a solution
for automated contextual processing for context based veri-
fication. The embodiments describe a solution, particularly
for contextual extraction and processing of unstructured data
for vernfication of non-digital documents bearing the
unstructured data. The contextual processing may be
domain-specific. The solution may include a training phase
for training the system, a serving phase for performing the
context based verification, and a learning phase for improv-
ing performance of system based on feedback.

[0024] An example embodiment of the present disclosure
pertains to a system for automated contextual processing of
an unstructured data. The proposed system may include a
processor and a data trainer. The processor may include a
contextual processing engine and a learning engine. The data
trainer may generate a plurality of pre-defined contextual
parameters specific to a detected domain by using a domain
based neural model. The domain based neural model may be
detected by classification of a plurality of extracted param-
cters from a set of digitized training documents to assign a
document similarity score with respect to a set of reference
documents. Based on the document similarity score, the

domain 1s detected and the domain based neural model 1s
loaded.

[0025] Inan example embodiment, the contextual process-
ing engine ol the processor receives a set of input docu-
ments. The mput documents correspond to a digitized ver-
s10n of non-digital documents bearing unstructured data that
1s required to be verified. The contextual processing engine
may perform a contextual processing of the received input
documents by using an AI model. The contextual processing
1s performed based on the pre-defined contextual parameters
received from the data trainer, wherein the processing may
include context building, context search and context based
ranking of multiple snippets extracted from the mput docu-
ment. The output of the contextual processing 1s in the form
of plurality of filtered snippets, each bearing a correspond-
ing rank. Using the output, the context based verification of
the unstructured data may be performed. In an example
embodiment, the context based verification may be per-
formed manually at the user interface. The manual verifi-
cation may be performed by a user by checking the plurality
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of filtered smippets generated by the contextual processing
engine. The user may manually check the correctness of the
plurality of filtered snippets (topmost snippets) and provide
a corresponding feedback that may be sent to the learning
engine for further processing. In another example embodi-
ment, the context based venfication may be performed
automatically by the system. The automated verification
may be performed by using a trained model. The system may
store a collective dataset including the manual teedback that
may be recerved at the user interface along with the plurality
of filtered smippets for which the manual feedback 1is
received. The model may be trained by feeding the collec-
tive dataset in a tramning phase. The trained model so
obtained may be used for automated context based verifi-
cation of the unstructured data.

[0026] In an example embodiment, the processor may also
include a learning engine that updates the plurality of filtered
smppets of the output by performing a context based detec-
tion and context based update. The update may be performed
based on a feedback that may include at least one of a
preference indication and data correction of the plurality of
filtered snippets. In an embodiment, the feedback may be
manually provided by a user through the user interface. In an
example embodiment, the feedback may be provided upon
manual verification based on the automatically generated
plurality of snippets.

[0027] The proposed system may also include a hybnd
ensemble that may receive input from the contextual pro-
cessing engine and the learning engine to process the
received 1nputs and update the rank corresponding to the
plurality of filtered snippets. The proposed system may also
include a tag generator to generate an annotation 1n an image
document corresponding to the mnput documents to indicate
contextual co-ordinates.

[0028] Exemplary embodiments of the present disclosure
have been described in the framework of automated con-
textual processing for context based verification of unstruc-
tured data in non-digital documents especially i view of
insurance companies. Such companies require to perform
verification of information in non-digital documents for
checking compliance and other such purposes. However, the
present disclosure may not be limited to such companies and
may be usetul for other corporations handling their legal,
financial and human resources based data verification. For
example, 1n data verification of non-digital documents such
as, for example, the legal field, that may require the study
and extraction of information relevant to legal case details
provided 1n non-digital or unstructured format. Other
examples may include processing of loan related applica-
tions 1n financial corporations. One of ordinary skill in the
art will appreciate that embodiments and concepts described
herein may be applied 1n various other scenarios.

[0029] FIG. 1 illustrates a system 100 for automated
contextual processing for context-based verification, accord-
ing to an example embodiment of the present disclosure. The
system 100 may be implemented by way of a single device
or a combination of multiple devices that are operatively
connected or networked together. The system 100 may be
implemented i1n hardware or a suitable combination of
hardware and software. The system 100 includes a processor
110, a data tramer 120, a hybnid ensemble 160, a tag
generator 150 and a user iterface 170. The processor 110
may 1include a contextual processing engine 130 and a
learning engine 140.
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[0030] The data trainer 120 performs automated detection
of a domain for a set of traiming documents. Based on the
detected domain, a relevant domain model may be loaded
for extraction ol contextual parameters relevant to the
detected domain. The data trainer 120 generates the contex-
tual parameters as a part ol training phase to provide
enriched vocabularies or queries for a specific domain. The
enriched queries are used during a serving phase by the
contextual processing engine 130 of the processor 110. The
system 100 may be a hardware device including the pro-
cessor 110 executing machine readable program instructions
to perform contextual processing of 1input documents
through the contextual processing engine 130 using the
contextual parameters as provided by the data trainer 120.
The processor 110 may also learn and update the processed
data through the learning engine 140, based on a feedback
180 recerved from the user interface 170. Execution of the
machine readable program instructions by the processor may
turther enable the proposed system to configure the hybrid
ensemble 160 to improve or update the processed output
from the processor 110. Tag generator 150 may generate an
annotation to improve automated assignment of co-ordinates
for improved update or reference.

[0031] The “hardware” may comprise a combination of
discrete components, an integrated circuit, an application-
specific mtegrated circuit, a field programmable gate array,
a digital signal processor, or other suitable hardware. The
“software” may comprise one or more objects, agents,
threads, lines of code, subroutines, separate software appli-
cations, two or more lines of code or other suitable software
structures operating in one or more software applications or
on one or more processors. The processor 110 may include,
for example, microprocessors, microcomputers, microcon-
trollers, digital signal processors, central processing units,
state machines, logic circuits, and/or any devices that
mampulate data or signals based on operational instructions.
Among other capabilities, processor 110 may fetch and
execute computer-readable 1nstructions in a memory opera-
tionally coupled with system 100 for performing tasks such
as data tagging, data processing input/output processing,
feature extraction, and/or any other functions. Any reference
to a task 1n the present disclosure may refer to an operation
being or that may be performed on data.

[0032] In an example embodiment, the data trainer 120
and the processor 110 may be associated with a central or
public repository. The data traimner may be able to access any
of large volume of reference documents, public data sources
and/or available vocabulary corresponding to a plurality of
domains. The stored reference documents may be consumed
by available intelligent units of the proposed system 100 for
turther processing. Further, repository may be updated regu-
larly by adding more reference documents, vocabulary or
models for a given domain. The data tramner 120 and the
processor 110 may also 1nclude access to multiple models
that may be domain-specific.

[0033] FIG. 2 illustrates an overview 200 of the compo-
nents of the system 100 illustrated 1n FIG. 1, according to an
example embodiment of the present disclosure. The system
100 may be associated with a traiming phase 260, a serving
phase 270, a feedback phase 280 and a learning phase 290.
In the training phase 260, data trainer 120 may receive a set
of digitized training documents 202. The digitized training
documents 202 are obtained by converting non-digital train-
ing documents to a digitized and readable format. Data
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trainer 120 may automatically detect a domain (204) for the
digitized traiming documents 202 based on a document
similarity score. For determiming the document similarity
score, a classification may be performed by the data trainer
120. The document similarity score may enable to under-
stand contextual relevance of any training document with a
domain. Based on the contextual relevance, an appropriate
domain model 206 may be loaded. Using the loaded model
206, pre-defined contextual parameters 212 are generated.
This may be performed by context based enriching/search-
ing queries from training documents. The contextual param-
cters 212, generated in the training phase of the system 100
1s used as a contextual database 1n the serving phase for
processing the actual mput documents.

[0034] In serving phase 270, the system 100 receives
non-digital imput documents 216 bearing unstructured data
for automated contextual processing. The input documents
216 are converted to a digitized and searchable format 218,
prior to subjecting the input test documents 216 to contex-
tual processing. The contextual processing may include
context building, context search and context based ranking
of one or more snippets extracted from the input documents
to obtain an output. The output may be in the form of a
plurality of filtered snippets, each bearing a corresponding,
rank. The term “snippet” may correspond to a snapshot or
collection of words extracted from input documents based
on preferential keywords relevant to a domain. Based on the
output from contextual processing, the context based veri-
fication 1s carried out by the processor 110.

[0035] In the feedback phase 280, a user interface 170 of
the system 100, may receive the output from the contextual
processing engine 130. The user interface 170 may be used
for providing a feedback for the learning phase 290. The
teedback may 1nclude at least one of a preference indication
and a data correction of the plurality of filtered snippets.

[0036] In the learning phase 290, the learning engine 140
of the processor 110, may update the plurality of filtered
smppets using a neural network based model. The update
may be performed by a context based detection 142 and
context based update 144, based on the feedback from the
user mterface 170. In an example embodiment, the network
based model may be an encoder decoder based long short
term memory (LSTM) model.

[0037] Hybnd ensemble 160 may receive mputs from the
learning engine 140 and the contextual processing engine
130, wherein by using both these inputs, the hybnd
ensemble 160 may update the rank of the plurality of
smppets using a scoring and ranking model 214.

[0038] FIG. 3. illustrates an overview 300 of the automatic
detection of a domain by the data trainer 120, according to
an example embodiment of the present disclosure. Domain
detection requires extracting parameters from the training
documents and further classification of the extracted param-
eters to determine the domain type. Referring to the training
phase performed using the data trainer 120, the classification
1s performed by a classification model. The classification
model may compare extracted parameters of the training
document with corresponding parameters of reference docu-
ments 304 belonging to a plurality of domains. The classi-
fication 1s performed to assign the document similarity
score. The document similarity score may enable to under-
stand contextual relevance of any training document with a
domain, such that based on this similarity, an appropriate
domain model 206 may be loaded. Domain model may be
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loaded from available models 306 1n the repository or any
database associated with the data trainer 120.

[0039] Inanexample embodiment, the traiming documents
may correspond to domain based reference documents that
may include property insurance, health insurance, auto
isurance, general insurance, but may not be limited to such
domains. It may further include legal, health, financial and
other such domains that may require context based verifi-
cation of large volumes of unstructured data 1n non-digital
format. Prior to usage, the training documents are digitized
and converted mto a readable format from the non-digital
documents 308. Each training document may belong to a
domain and may include certain vocabulary based param-
cters such as keywords, terms, usage of abbreviations, and
the like, that are specific to the domain. During classification
by the data tramner 120, one or more of these parameters may
be extracted and compared with the reference documents
304. In an example embodiment, the classification may
include few-shot text classification. The classification model
may 1include at least one of an attention-based induction
network model and a Siamese based network model. In
another example embodiment, the document similarity score
may be generated by a natural language processing (NLP)
tool. The NLP tool may include, for example, Doc2vec,
Bidirectional Encoder Representations from Transformers
(BERT™), and other NLP based tools. The reterence docu-
ments 304 may be retrieved from public sources 302 or any
database/repository associated with the data trainer 120. For
loading the domain model, the database may be searched or
looked up by using a set of key words that may be specific
to the domain.

[0040] Referring back to FIG. 2, 1n the training phase 260,
once the domain 1s detected and the relevant domain model
1s loaded, multiple pre-defined contextual parameters 212 1s
generated for the detected domain. The contextual param-
eters 212 correspond to an enriched vocabulary generated
for multiple domains that may be used as a reference point
in serving phase of the system 100. The contextual param-
cters 212 specific to the detected domain 1s generated by the
data tramner 120 by extracting multiple queries from the
digitized traiming documents and subsequent processing of
the extracted queries. The contextual parameters 212 may be
obtained by using at least one of an enriched query model
208 and a context based search model 210. Enriched query
model 208 may be used for cleaning and enriching the
extracted queries to improve the contextual nature of the
determined parameters 212.

[0041] Inthis regard, FIG. 4 1llustrates a tlow diagram 400
for obtamming a plurality of contextual parameters 212
through the data trammer 120 of FIG. 1, according to an
example embodiment of the present disclosure. As 1llus-
trated 1n FIG. 4, the pre-defined contextual parameters 212
may be generated by loaded domain based neural model 430
that was loaded after automatic detection of domain. In an
example embodiment, the model 430 may be used 1n com-
bination with a first predefined vocabulary 440 specific to
the detected domain. In another example embodiment,
domain based reference documents 304 may also be used for
improving the vocabulary of the data traimner 120. The data
trainer may extract queries from training documents and
further enrich them using the loaded model 430 and/or
vocabulary 440 to obtain enriched query 412. The enrich-
ment may involve processing of the extracted queries by at
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least one of synonym enrichment 406, domain based filter-
ing 408, and query cleaning 410.

[0042] In an example embodiment and 1n reference to
FIG. 4, a query 450 may extracted by the data trainer 120.
The extracted query 450 may include a document level
context 402 and a field level context 404, but may also
include other levels of context relevant to a domain. The
document level context 402 may include specific details of
a document, such as a number (such as loan number), type
of document (such as policy), 1dentity attributes (ID num-
ber), entity details (such as insurance company) and the like.
The field level context 404 may include field level details
such as field name (property address) and field value (ad-
dress details). The mentioned details are only exemplary and
several other such attributes may be extracted by the data
trainer 120.

[0043] The extracted query 450 may be enriched by per-
forming enrichment procedure on any of the context levels
(402, 404). The synonym enrichment 406 1s performed for
obtaining specific set of synonyms. For example, the system
may retrieve synonyms such as “location address™ for a
term/query such as “property address”. Based on synonym
building, for each attribute of extracted queries, multiple
results may be derived (such as 1000 results at 406). In an
example embodiment, the synonym enrichment may be
performed by using word2vec that may include low thresh-
old to have generic match. The term “word2vec” refers to a
natural language processing technique that uses word2vec
algorithm. The word2vec associates each distinct word with
a specific list of numbers or vectors. The word2vec includes
a neural network model to evaluate association between
words from a huge corpus of text for training the model. The
trained neural network model of word2vec may be able
detect or suggest synonymous for a set of words or sentence.
Further, the results from synonym enrichment are further
subjected to domain specific filter 408. Based on the nature
of the domain, the results from the synonym enrichment 406
may be filtered. For example, the results obtained after
applying filter 408 may include a pre-defined format as per
the domain requirements (such as “Location address, build-
ing address, . . . ). In an example embodiment, the domain
specific filter may be applied by using word2vec that may
include high threshold to provide specific match. The results
from the domain filter 408 may be subjected to query
cleaning for removal of undesired attributes or formatting to
obtain the enriched query 412. In an example embodiment,
the query cleaning may be performed to reformulate the
original query or to replace the original query with an
expanded query with improved context. The enriched query
may be further processed to obtain the contextual parameters

212.

[0044] Retferring back to FIG. 2, in the serving phase 270,
the contextual parameters 212 generated in the training
phase are used for contextual processing of input documents
by the contextual processing engine 130. In this regard, FIG.
5 1llustrates overview of contextual processing by contextual
processing engine 130 of FIG. 1, according to an example
embodiment of the present disclosure. Input documents 216
may be in non-digital format that may be converted into
digital and readable/searchable form 218 by known tech-
niques such as optical text recognition (OCR), indexing and
the like. Digitized input text documents so obtained may be
subjected to contextual processing at engine 130. The con-
textual processing includes processing of extracted snippets
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from iput document. The processing includes context
building, context search and context scoring/ranking to
obtain the plurality of filtered snippets, each bearing a
corresponding rank. As shown 1n FIG. 5, the step of context
building may include at least one of enrichment of fieldname
with synonyms, fuzzy querying, phrase search within per-
missible gap limits and identifying important words by NLP
tool. The other key steps 1n context building may include at
least one of spelling error detection, abbreviation expansion,
alias detection, context window detection, critical word
detection, key entity detection, and similar such techniques
that are discussed 1n detail 1n the following figures. The
second step of context search may be performed by elastic
search. The final step of context scoring i1s performed by
assigning a score. This may be done by at least one of term
frequency-inverse document frequency (TF-IDF), matched
words density, boosted weightage assignment to important
words. The filtered snippets are obtained as output, which 1s
sent to the user interface 170.

[0045] FIGS. 6A and 6B illustrate tlow diagrams 600 and
690 respectively, for context building performed by contex-
tual processing engine 130 of FIG. 1, according to an
example embodiment of the present disclosure. As shown 1n
FIG. 6A, one or more smppets 640 are extracted from
digitized mmput documents. The extracted snippets may
include different context levels (such as document context
level, field context level). The contextual processing may be
performed by engine 130 using a domain specific neural
model 604. In an embodiment, the model 604 may be the Al
model. The term *“artificial intelligence” may relate to
machines such as computers that can mimic a cognitive
function similar to learning or problem-solving abilities
displayed by humans. The Al model may include an artificial
neural network including neurons. The neural network of the
Al model may include three basic layers such as an input
layer, a hidden layer and an output layer. The hidden layer
may be between mput and output layers. The neurons of the
neural network may receive a set of weighted mputs and
produce an output through an activation function. During a
training stage of Al model, a huge volume of input data may
be fed to the mput layer of the neural network, and an
estimated output may be checked for loss/error value. The
contextual processing ability of the Al model to generate
plurality of filtered snippets may keep getting more accurate
with more volume of data fed to the input layer during the
training stage. In an example embodiment, the mnput layer
may be fed multiple mnput mmformation. Input information
may include at least one of domain related queries, key-
words and/or contextual parameters derived 1n the traiming
phase. In an example embodiment, the input information
may include at least one of field name and a field value
corresponding to, for example, an enfity, a property, and
other such information. For example, the field name may be
property address and the field value may be value of the
property address. Various other such mput information may
be fed at the training stage. Once trained, in the testing stage,
the Al model may automatically perform contextual pro-
cessing on the mput documents.

[0046] In an example embodiment, the auto-detection of
domain performed in the training phase may be useful 1n
choosing corresponding models for the contextual process-
ing. In an example embodiment, the model 604 may be used
in combination with a second predefined vocabulary 606
specific to the detected domain. In another example embodi-
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ment, domain based reference documents 602 may also be
used for improving the context of the contextual processing
engine. In an example embodiment, the context building
may 1include synonym enrichment by using public data
sources. The synonym enrichment may include use of use of
dictionaries such as, for example Wordnet™,

[0047] The extracted snippets (such as 640) may be {first
processed by the contextual processing engine 130 for
context building 680 to obtain context based results. The
context building 680 may include at least one of spelling
error detection, abbreviation expansion, alias detection, con-
text window detection, critical word detection, and key
entity detection. In an example embodiment, the contextual
processing engine may include a sequential pipeline of NLP
based models to capture the relevant context. The model
used 1n the contextual processing may be at least one a spell
check model, an abbreviation model, an alias detection
model, a critical word detection model, a key entity detec-
tion model, and a learning to rank model. As illustrated in
FIG. 6A, the spelling error detection or misspelling detec-
tion 608 1s performed, wherein any attribute of the extracted
smuppet (for example—field value) may be corrected for
spelling errors. For example, the spelling error for the term
“Los Angeles™ 1n field value of snippet 640 1s written as “
Los Angls” which 1s corrected by misspelling detection 608.
The spelling error detection or misspelling detection 608
may be performed by the spell check model. The spell check
model may be a pre-trained model trained for checking an
erroneous spelling. The spell check model may be a Bidi-
rectional Long Short Term Memory (BiLSTM) sequence to
sequence model including dual encoder and decoder layers.
The sequence to sequence model may include a character
based language model. The sequence to sequence model
may be trained based on a stochastic gradient-based opti-
mization. The stochastic gradient-based optimization 1s an
iterative method used for training models for optimizing an
objective function by improved smoothness in properties.
The stochastic gradient-based optimization replaces an
original gradient of a dataset by an estimated value using
random sub-sets of the dataset, so as to reduce computa-
tional expense and to achieve faster iterations. In an example
embodiment, the stochastic gradient-based optimization
may be performed by using an extension, such as, for
example, ADAM (derived from Adaptive Moment Estima-
tion) optimization algorithm. The ADAM may be used to
update network weights 1n iterative training. The spell check
model may include categorical cross entropy function for
quantifying errors. The abbreviation expansion 610 may
claborate one or more abbreviations. For example, the term
“Boulevard” 1s obtained from expansion of abbreviation
“Blvd” 1n the field value for snmippet 640. The abbreviation
expansion 610 may be performed by the abbreviation model.
The abbreviation model may be a pre-trained model that
may be trained using a technique such as, for example,
Doc2Vec, on domain specific documents. The Doc2Vec 1s a
deep learning technique that provides accurate expansion of
an abbreviation by eliminating any disambiguate mforma-
tion 1 an abbreviation based on context. The abbreviation
model may be fed with a training dataset in training phase.
The traiming dataset may include huge volumes of acronym
or abbreviation and the corresponding expansion or full-
form along with a corresponding relevant context which
may be domain-specific. For example, a given abbreviation
may have multiple possible expansion and hence domain
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based relevant context may be useful for accurate prediction
by the abbreviation model. In an example embodiment, the
training dataset may be retrieved from an external dataset or
public repository. In another example embodiment, the
training dataset may be obtained from domain specific
reference documents by using document embeddings to
understand the context in which an acronym 1s used. The
training dataset may be obtained by extracting one or more
paragraphs having the acronym and supplying the extracted
paragraphs to the abbreviation model. The extracted para-
graphs may be embedded in high dimensional vector space,
such that based on proximity between vectors, a similarity 1n
context may be derived. Thus, the expansions 1n the training
dataset may be used to collect context, based on which
Doc2Vec may provide a score dependent on accuracy per-
tamning to a correct expansion. Based on the score, the
abbreviation model may improve 1n accuracy of prediction
with more training datasets. The alias detection 612 checks
for relevance of a term 1n a snippet with respect to a domain.
For example, the term “Dr” may correspond to “drive” in an
auto-msurance business but may also correspond to “doctor”
in a medical insurance related field, wherein alias detection
checks for relevance as per domain. The alias detection 612
may be performed by the alias detection model. The alias
detection model may be a pre-trained model trained using
word2vec on domain specific documents. The term
“word2vec” refers to a natural language processing tech-
nique that uses word2vec algorithm. The word2vec associ-
ates each distinct word with a specific list of numbers or
vectors. The word2vec includes a neural network model to
evaluate association between words from a huge corpus of
text for traiming the model. The tramned neural network
model of word2vec may be able detect or suggest synony-
mous for a set of words or sentence with respect to a domain
specific context. The context window detection 614 may
determine a window of relevant terms within a specific
phrased limit, even of the terms may not appear together or
in a given sequence, as shown 1n 614.

[0048] As shown further in FIG. 6A, the critical word
detection 618 may be performed as shown in case of snippet
650. This feature enables to select critical words that may be
related by context. For example, terms such as “Fannie
Mae” and “Some name” may be detected as critical words.
The critical word detection 618 may be performed by the
critical word detection model. The critical word detection
model may be performed using a transformer architecture
based model trained for keyword extraction. In an example
embodiment, the transformer may include a Bidirectional
Encoder Representations from Transformers (BERT) based
keyword extraction. The keyword extraction technique uti-
lizes BERT to extract embeddings to create keywords and
key phrases that are similar to a given document. The
embeddings are extracted for obtaining a document-level
representation. The embeddings are extracted for a sequence
of words/phrases. The embeddings are extracted through
cosine similarity to find similar natured words/phrases cor-
responding to critical words. The critical words are detected
by retrieving the most relevant or similar natured word that
may best describe the whole document with respect to the
domain.

[0049] The key entity detection 620 may be performed to
identify the key attributes such as entity i an extracted
smuppet. For example, in case of an msurance document, the
key entity detection may detect key features such as effective
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date of 1nsurance, premium amount, policy number and the
like. The key entity detection 620 may be performed by the
key enfity detection model. The key entity detection model
may be a pre-trained domain specific model that may
include Long Short Term Memory with a Conditional Ran-
dom Field layer (LSTM-CRF) for entity extraction. Other
such key features may also be detected. Based on one or
more of the steps described under context building 680,
context based results 622 are obtained.

[0050] FIG. 7A illustrates an example 700 of extracted
smuppet and processing performed during context building,
according to an example embodiment of the present disclo-
sure. As illustrated 1 FIG. 7A, the context building may
result 1n different context based results 1, 2 and 3 (710, 720
and 730 respectively) that are obtained after context build-
ing. In addition to the above, enrichment of ficldname with
synonyms, fuzzy querying, phrase search within permissible
gap limits, 1dentifying important words by NLP tool and
similar such techniques may also be performed during
context building, similar to the steps performed in the
training phase as explammed in FIG. 4. In an example
embodiment, the synonym enrichment may be performed by
using word2vec that may include low threshold to have
generic match.

[0051] As shown i 702 and 704, synonym enrichment
and fuzzy querying may be performed to obtain results by
considering typo error (erroneous field value 752 including
“Los Angls”) may lead to result 710. Phrase search within
permissible gap limits are shown 1n 750, wherein between
two main keywords such as “99999 Magnet Blvd” and “ CA
09999, a gap or few words may be present. FIG. 7B
illustrates an example of critical word detection for context
building, according to an example embodiment of the pres-
ent disclosure. As shown 1 780 of FIG. 7B, the keywords
“Fannie Mae” and “Somename 17 may be detected as
critical words 1n field value of smippet 790. The result shown
in 795 may be accepted during conventional extraction/
processing, considering close/potential match due to pres-
ence of similar name “Somename 2”. However, the match 1s
rejected 1n the present disclosure as the critical word “Som-
ename 17 1s not present. This type of critical word extraction
during context building proves to be really useful 1n filtering
irrelevant results that do not such critical words 1n 1t.

[0052] FIG. 8A 1llustrates a flow diagram 800 for context
search and context based ranking involved in contextual
processing in continuation to the steps 1llustrated in FIG. 6B,
according to an example embodiment of the present disclo-
sure. As shown 1n FIG. 6B, after performing context build-
ing 680, context search 682 and context based ranking 684
may be performed. Based on the contextual parameters 212
obtained from the traiming phase and context based results
710 obtained from context building, context search 682 is
performed using domain based neural model 604. The model
may be used in combination with domain specific vocabu-
lary 606 and reference documents 602. The context search
may be performed by indexing text from the mput docu-
ments. In an example embodiment, the context search may
be performed by an elastic search 810 such as Lucene index
based elastic search. Using a ranking model 820, the con-
textual processing engine performs context based ranking
684 allocating a score for each snippet and assigning the
corresponding rank to the plurality of filtered snippets based
on the allocated score using a ranking model. In an example
embodiment, the context based ranking may be performed
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by combining predictions from multiple models. In an
example embodiment, the context based ranking 684 may
include assigning a score. This 1s performed by at least one
of term frequency-inverse document frequency (TF-IDF),
matched words density, boosted weightage assignment to
important words such that based on the score the ranking
and/or filtering 1s performed (for n results) to obtain the top
filtered snippets 830 (k results) as output. The output 1s sent
to the user interface.

[0053] FIG. 8B illustrates the overview 880 for plurality
of filtered snippets (indicated as 830 in FIG. 8A) as received
at user interface 170, according to an example embodiment
of the present disclosure. As shown 1n FIG. 8B the filtered
smppets may be obtained at the user interface in form of best
matches (match 1, 2, 3, . . . k), wherein it may be possible
to view one of these matches on the user interface 170. In an
example embodiment, related to msurance domain, 1t may
be possible to view the snippets in terms of different context
such as document level context, policy level context and
coverage level context. The user interface 170 may also
include a feedback tracking 802. The tracking mode may be
used for providing feedback in the feedback phase for
turther updating the snippets 1n the learning phase. This 1s
turther elaborated 1n the forthcoming figures. The feedback
may indicate at least one of a preference and a data correc-
tion of the plurality of filtered snippets.

[0054] FIG. 9A illustrates an example 900 of feedback
received from user interface and data processing performed
by hybrid ensemble 160 of FIG. 1, according to an example
embodiment of the present disclosure. As shown 1in FIG. 9A,
the feedback from the feedback tracking (802 shown 1n FIG.
8B) may enable to check the correctness of the filtered
smppets and to further provide a feedback related to the
correction 1n the predicted value. As an example, a parallel
corpus may be executed wherein a filtered smippet or a
suggestion 902 from contextual processing may be checked
for correctness of one or more attributes of the snippet. A
predicted value or attribute 906 may be subjected to data
correction so as to obtain a correct value 904, wherein the
correction may be provided using feedback tracking (shown
as 802 1n FIG. 8B). The feedback may also include indica-
tion of preference of a snippet based on the requirements.
The feedback may be provided by a user using the user
interface 170. In an example embodiment, the feedback may
indicate accuracy/relevance of the filtered snippets gener-
ated from contextual processing, as per the user. Based on
the information from the feedback phase 280 and the snip-
pets from the contextual processing 1n the serving phase 270,
learning engine 140 may perform a context detection and
context update. The context detection 1s to check the context
of the dertved filtered snippets from the contextual process-
ing with respect to the feedback from the user interface. For
this, feedback 1s taken into account to update the derived
smuppets of the output of contextual processing to obtain
updated snippets. In an example embodiment, the learming
engine 140 may include a neural network based model that
may be an encoder decoder based long short term memory
(LSTM) model. The model may include categorical cross
entropy as loss function for quantitying errors. The updated
smppets are then sent to hybrid ensemble 160. The hybnd
ensemble 160 may enable modification/update of rank of the
received snippets.

[0055] FIG. 9B illustrates an example 980 of data obtained
from hybrid ensemble of FIG. 9A, according to an example
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embodiment of the present disclosure. The contextual pro-
cessing engine 130 may provide data 982 including three
topmost snippets corresponding to three entities. The learn-
ing engine 140 may update the snippets as described 1n FIG.
8B, to obtain updated snippets 984. Further, the data from
the learning engine 140 and the contextual processing
engine 130 may be sent to the hybrid ensemble 160, which
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teedback stage. A preference may be indicated for a snippet
during feedback phase. The preference i1s indicated by
selecting a result that may be termed as positive, whereas an
unselected result may be termed as negative, as shown in
Table 1 below. Accordingly a target indicates assignment of
value as 0, 1f entity match with respect to snippet 1s incorrect
and value as 1, 1f it 1s correct.

TABLE 1

Example of preference indication during feedback

(Snippet,
Entity)

(S1, E1)

(S2, E2)

(S3, E3)

may receive both the data 982 and 984 and may process to
obtain updated rank 986 for the filtered snippets for updating
the contextual search engine for future processing. In an
example embodiment, the hybrid ensemble may compute a
weilghted score from the models associated with the contex-
tual processing engine and the learning engine to check 1t an
output from both these models agree. Based on agreement
between the output from both the models, specific snippets
may be updated with a higher rank.

[0056] In an example embodiment, the hybrid ensemble
160 may receive a first data and a second data. The first data
may include the plurality of filtered snippets from the
contextual processing engine 130. The second data may
include the updated plurality of filtered snippets from the
learning engine 140. The first data and the second data may
be classified 1n a pre-defined format using one or more
models. Further, using the one or more models, a pre-defined
weight 1s assigned to each of the classified first data and the
classified second data and a similarity score 1s determined
based on the assigned weights. The rank of each snippet in
the plurality of filtered snippets 1s updated based on the
similarity score and an updated rank 1s obtained. Thus the
hybrid ensemble takes into account the feedback and
updates the rank of the filtered snippets based on the
received information.

[0057] As an example embodiment, the information
received by the hybrid ensemble from the learning engine
and contextual processing engine may be classified using an
ensemble classifier. The output of this classification may be
in the form of (Snippet, Entity), wherein one snippet may be
matched with one entity. The term “snippet” may correspond
to a snapshot or collection of words that are extracted in
contextual processing. The term “entity” may correspond to
name of a person/organization that may be most relevant to
the snippet. Each snippet 1s assigned a score during the
context ranking step of contextual processing using a learn
function 1.¢. score in the form of (Snippet, Entity)=W1*MI1 +
W2*M2, wherein W1, W2, ... Wn are weightage of snippets
assigned during contextual ranking step and M1, M2 ... Mn
correspond to attributes/features of the snippets. A feedback
corresponding to these snippets may be provided in the

Model M1 Similarity
Score( Actual Entity,
Entity from Contextual

Model M2 Simuilarity
Score (Actual Entity,
Entity from Feedback

Search) learning) Target Sample
0.7 0.5 1 Positive
[Selected during
Feedback]
0.3 0.2 0 Negative
[Not Selected]
0.1 0.3 0 Negative

[Not Selected |

Based on the feedback, the model based calculation may be
performed in the hybrid ensemble to assign weights W1=0.
1, W2=0.4 and similarity Score of Entity and Predicted
Entity are M1=0.6, M2=0.4. The score/rank may then be
calculated using a score prediction=0.1x0.6+0.4x0.4=0.06+
0.08=0.14

Based on the newly generated score (taking feedback into
account), the rank for the filtered snippets are updated
accordingly. The system learns the updates from all the
above mentioned steps and thus the contextual processing 1n
the serving phase improves further.

[0058] FIG. 10 illustrates an example 1000 of the genera-
tion of tag annotation by tag generator of FIG. 1, according
to an example embodiment of the present disclosure. The tag
annotation may be performed to generate an annotation
using the plurality of filtered snippets obtained from con-
textual processing. The annotation corresponds to one or
more contextual coordinates corresponding to an i1mage
document obtained after scanning of the set of mput docu-
ments. As illustrated 1n FIG. 10, the snippet 1010 may
include a query 1005 and an entity 1015 as shown. The tag
generator automatically tags an attribute such as entity and
mentions the co-ordinates of occurrence 1n the 1mage file or
non-readable format of the mput documents that 1s obtained
alter scanning. As an example, the annotation may be
provided by locating page number of occurrence of entity.
The annotation may be provided as a rectangle bounding
box that may surround the entity name. The marked entity
name may be tagged in a readable format by techniques such
as, for example, optical character recognition (OCR), to
obtain the annotations in readable format such as Extensible
Markup Language (XML). This feature may prove to be
very useful 1n case of automated Named Entity Recognition
(NER), wherein such annotations are fed to the data trainer
to train the system accordingly. In an example embodiment,
certain fields may be idenftified in a smippet during the
contextual search. For example, fields such as property
address may be 1identified. The field may be parsed into parts
such as, for example, one or more words within the snippet,
wherein the entire address may be termed as a named entity.
The co-ordinates of the different words of the address may
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be preserved during snippet identification. The co-ordinates
may be passed on to the tag generator. The co-ordinates may
be used to re-label the address on each token 1n a readable
XML format. The XML files with the sequential tokens may
be used as training samples for Name Entity Recognition
(NER). The feedback from contextual search may thus be
used to generate training samples to NER based models.

[0059] FIG. 11 illustrates a hardware platform 1100 for the
implementation of the system 100 of FIG. 1, according to an
example embodiment of the present disclosure. For the sake
of brevity, construction and operational features of the
system 100 which are explained in detail above are not
explained 1n detail herein. Particularly, computing machines
such as but not limited to internal/external server clusters,
quantum computers, desktops, laptops, smartphones, tablets,
and wearables which may be used to execute the system 100
or may include the structure of the hardware platform 1100.
As 1llustrated, the hardware platform 1100 may include
additional components not shown, and that some of the
components described may be removed and/or modified. For
example, a computer system with multiple GPUs may be
located on external-cloud platiforms including Amazon Web
Services, or internal corporate cloud computing clusters, or
organizational computing resources, etc.

[0060] The hardware platform 1100 may be a computer
system such as the system 100 that may be used with the
embodiments described herein. The computer system may
represent a computational platform that includes compo-
nents that may be 1n a server or another computer system.
The computer system may execute, by the processor 11035
(e.g., a single or multiple processors) or other hardware
processing circuit, the methods, functions, and other pro-
cesses described herein. These methods, functions, and other
processes may be embodied as machine-readable nstruc-
tions stored on a computer-readable medium, which may be
non-transitory, such as hardware storage devices (e.g., RAM
(random access memory), ROM (read-only memory),
EPROM (erasable, programmable ROM), EEPROM (elec-
trically erasable, programmable ROM), hard drives, and
flash memory). The computer system may include the pro-
cessor 1105 that executes software instructions or code
stored on a non-transitory computer-readable storage
medium 1110 to perform methods of the present disclosure.
The software code includes, for example, nstructions to
gather data and documents and analyze documents. In an
example, the data trainer 120 and tag generator 150 may be
soltware codes or components performing these steps.

[0061] The instructions on the computer-readable storage
medium 1110 are read and stored the instructions 1n storage
1115 or 1n random access memory (RAM). The storage 1115
may provide a space for keeping static data where at least
some 1nstructions could be stored for later execution. The
stored instructions may be further compiled to generate
other representations of the instructions and dynamically
stored 1n the RAM such as RAM 1120. The processor 1105
may read instructions from the RAM 1120 and perform
actions as 1nstructed.

[0062] The computer system may further include the out-
put device 1125 to provide at least some of the results of the
execution as output including, but not limited to, visual
information to users, such as external agents. The output
device 1125 may include a display on computing devices
and virtual reality glasses. For example, the display may be
a mobile phone screen or a laptop screen. GUIs and/or text

Sep. 29, 2022

may be presented as an output on the display screen. The
computer system may further include an input device 1130
to provide a user or another device with mechanisms for
entering data and/or otherwise interact with the computer
system. The mput device 1130 may include, for example, a
keyboard, a keypad, a mouse, or a touchscreen. Each of
these output device 1125 and mput device 1130 may be
joined by one or more additional peripherals. For example,
the output device 1125 may be used to display the results of
the contextual processing engine to provide feedback in
teedback phase to provide necessary update of output.

[0063] A network communicator 1135 may be provided to
connect the computer system to a network and 1n turn to
other devices connected to the network including other
clients, servers, data stores, and interfaces, for instance. A
network communicator 1135 may include, for example, a
network adapter such as a LAN adapter or a wireless
adapter. The computer system may include a data sources
interface 1140 to access the data source 11435. The data
source 1145 may be an information resource. As an example,
a database of exceptions and rules may be provided as the
data source 1145. Moreover, knowledge repositories and
curated data may be other examples of the data source 1145.
[0064] FIG. 12 illustrates a process flowchart for the

system, according to an example embodiment of the present
disclosure.

[0065] The order 1n which method 1200 1s described 1s not
intended to be construed as a limitation, and any number of
the described method blocks may be combined or otherwise
performed 1n any order to implement method 1200, or an
alternate method. Additionally, individual blocks may be
deleted from method 1200 without departing from the spirit
and scope of the present disclosure described herein. Fur-
thermore, method 1200 may be implemented 1n any suitable
hardware, software, firmware, or a combination thereof, that
exists 1n the related art or that 1s later developed.

[0066] The method 1200 describes, without limitation, the
implementation of the system 100. A person of skill i the
art will understand that method 1200 may be modified
appropriately for implementation in various manners with-
out departing from the scope and spirit of the disclosure. The
method 1200 may be implemented, 1n at least some embodi-
ments, by the data trainer 120 of the system 110. For
example, data tramner 120 may use the processor(s) to
execute computer instructions to obtain contextual param-
cters 1n training phase of the system, based on which,
processor may perform contextual processing and updating
through the contextual processing engine 130 and the learn-
ing engine 140 respectively.

[0067] The method 1200 may include the step 1202 of
classifying, using a classification model, a plurality of
extracted parameters from a set of digitized traiming docu-
ments. The classification may be performed to assign a
document similarity score with respect to a set of reference
documents corresponding to a plurality of domains.

[0068] At step 1204, the method may further include the

step of detecting automatically a domain for the set of
digitized training documents based on the document simi-
larity score.

[0069] At step 1206, the method may further include the
step of loading a domain based neural model for the detected
domain to generate a plurality of pre-defined contextual
parameters specific to the detected domain. The plurality of
pre-defined contextual parameters may be obtained by
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extraction of multiple queries from the set of digitized
training documents and subsequent processing of the
extracted queries.

[0070] At step 1208, the method may further include the

step of receiving a set ol mput documents obtained by
digitization of the non-digital documents.

[0071] At step 1210, the method may further include the

step of performing, using an Al model, a contextual pro-
cessing of the received set of iput documents based on the
pre-defined contextual parameters to obtain an output in
form of a plurality of filtered snippets, each bearing a
corresponding rank. The contextual processing may include
context building, context search and context based ranking
of one or more snippets extracted from the input documents.

[0072] The context based verification of the unstructured
data may be performed based on the plurality of filtered
smppets and the corresponding rank.

[0073] The method may further include a step of updating,
using a neural network based model, the plurality of filtered
smppets by performing a context based detection and con-
text based update based on a feedback from the user inter-
face. The feedback may indicate a preference of at least one
of the plurality of filtered snippets.

[0074] The method may further include a step of receiv-
ing, from a contextual processing engine, a first data com-
prising the plurality of filtered snippets, receiving, from the
learning engine, a second data comprising the updated
plurality of filtered snippets. The first data and the second
data may be classified 1n a pre-defined format. A pre-defined
weight may be assigned to each of the classified first data
and the classified second data. A similarity score may be
determined for the plurality of filtered snippets based on the
assigned weights and the rank of each snippet in the plurality
of filtered smippets may be determined to assign an updated

rank.

[0075] The method may further include a step of auto-
matically generating an annotation using the plurality of
filtered snippets obtained from contextual processing. The
annotation corresponds to one or more contextual coordi-
nates corresponding to an 1image document obtained after
scanning of the set of input documents. The annotation may
be fed to the data trainer for enabling automated named
entity recognition (NER).

[0076] One of ordinary skill in the art will appreciate that
techniques consistent with the present disclosure are appli-
cable 1n other contexts as well without departing from the
scope of the disclosure.

[0077] What has been described and 1llustrated herein are
examples of the present disclosure. The terms, descriptions,
and figures used herein are set forth by way of illustration
only and are not meant as limitations. Many variations are
possible within the spirit and scope of the subject matter,
which 1s intended to be defined by the following claims and
theirr equivalents 1n which all terms are meant 1n their
broadest reasonable sense unless otherwise indicated.

I/We claim:

1. A system for automated contextual processing, the
system comprising:

a Processor;

a data trainer coupled to the processor, the data trainer to:

classily, using a classification model, a plurality of
extracted parameters from a set of digitized training
documents, wherein the classification 1s performed
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to assign a document similarity score with respect to
a set ol reference documents corresponding to a
plurality of domains;

detect automatically, a domain for the set of digitized
training documents based on the document similarity
score; and

load a domain based neural model for the detected
domain to generate a plurality of pre-defined con-
textual parameters specific to the detected domain,
the plurality of pre-defined contextual parameters
being obtained by extraction of multiple queries
from the set of digitized training documents and
subsequent processing of the extracted queries;

a contextual processing engine of the processor, the

engine to:

receive a set of input documents obtained by digitiza-
tion of the non-digital documents;

perform, through an Al model, a contextual processing
of the received set of input documents based on the
pre-defined contextual parameters to obtain an out-
put 1n form of a plurality of filtered snippets each
bearing a corresponding rank, the contextual pro-
cessing comprising context building, context search
and context based ranking of one or more snippets
extracted from the mput documents; and

wherein a context based verification of the unstructured

data 1s performed based on the plurality of filtered
snippets and the corresponding rank.

2. The system as claimed 1n claim 1, wherein the system
comprises a learning engine of the processor, the learning
engine to:

update, using a neural network based model, the plurality

of filtered snippets by performing a context based
detection and context based update, based on a feed-
back from a user interface, the feedback indicating
preference of at least one of the plurality of filtered
snippets, and wherein the neural network based model
1s an encoder decoder based long short term memory
(LSTM) model.

3. The system as claimed 1n claim 1, wherein the system
comprises a hybrid ensemble coupled to the processor, the
ensemble to:

recerve, from the contextual processing engine, a first data

comprising the plurality of filtered snippets;

recerve, Irom the learning engine, a second data compris-

ing the updated plurality of filtered snippets;

classity, using one or more models, the first data and the

second data 1n a pre-defined format;

assign, using the one or more models, a pre-defined

weight to each of the classified first data and the
classified second data;

determine, using the one or more models, a similarity

score based on the assigned weights; and

update, using the one or more models, the rank of each

snippet 1n the plurality of filtered snippets to assign an
updated rank.

4. The system as claimed in claim 1, wherein the classi-
fication comprises few-shot text classification, wherein the
classification model comprises an attention-based induction
network model, a Siamese based network model, and
wherein the document similarity score i1s generated by a
natural language processing tool.

5. The system as claimed 1n claim 1, wherein the docu-
ment similarity score 1s generated by comparing the
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extracted plurality of parameters with corresponding param-
cters 1n the set of reference documents.

6. The system as claimed 1n claim 1, wherein the plurality
ol pre-defined contextual parameters are generated by the
domain based neural model 1n combination with a first
predefined vocabulary specific to the detected domain,
wherein the processing of the extracted queries comprises
enrichment of the extracted queries by at least one of
synonym enrichment, domain based filtering, and query
cleaning.

7. The system as claimed in claim 6, wherein the synonym
enrichment comprises generating one or more synonyms for
the extracted queries, wherein the domain based filtering
comprises filtering the extracted queries based on relevance
with respect to the detected domain, and the query cleaning
comprises obtaining the extracted queries 1n a predefined
format.

8. The system as claimed 1n claim 1, wherein the plurality
of filtered snippets are generated by the Al model in com-
bination with a second predefined vocabulary specific to the
detected domain.

9. The system as claimed 1n claim 1, wherein the context
building 1n the contextual processing 1s performed based on
at least one of spelling error detection, abbreviation expan-
sion, alias detection, context window detection, critical word
detection, key entity detection, enrichment of fieldname with
synonyms, fuzzy querying and phrase search within permis-
sible gap limits to obtain context based results.

10. The system as claimed 1n claim 9, wherein the critical
word detection 1s to detect relevance of a word 1n presence
ol one or more synonyms.

11. The system as claimed 1n claim 9, wherein based on
the combination of the plurality of pre-defined contextual
parameters ifrom the data trammer and the context based
results obtained from the context building, the context based
search 1s performed by an elastic search so as to obtain the
plurality of filtered snippets.

12. The system as claimed in claim 1, wherein the context
based ranking includes allocating a score for each smippet
and assigning the corresponding rank to the plurality of

filtered snippets based on the allocated score using a ranking
model.

13. The system as claimed 1n claim 1, wherein the system
comprises an automated tag generator coupled to the pro-
cessor, the tag generator to:

generate an annotation using the plurality of filtered
snippets obtained from contextual processing, wherein
the annotation corresponds to one or more contextual
coordinates corresponding to an image document
obtained after scanming of the set of imnput documents,

wherein the annotation 1s fed to the data trainer for
automated named entity recognition (NER).

14. The system as claimed in claim 1, wherein the
plurality of pre-defined contextual parameters and plurality
of filtered snippets comprise at least one of entity name,
entity 1dentification data, and serial number of service pro-
vided by the enfity, date of service mnitiation, service dura-
tion, address of entity and operational information.

15. A method for automated contextual processing, the
method comprising:

classitying, by a processor, using a classification model, a
plurality of extracted parameters from a set of digitized
training documents, wherein the classification 1s per-
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formed so as to assign a document similarity score with
respect to a set of reference documents corresponding
to a plurality of domains;

detecting automatically, by the processor, a domain for the
set of digitized training documents based on the docu-
ment similarity score;

loading, by the processor, a domain based neural model
for the detected domain to generate a plurality of
pre-defined contextual parameters specific to the
detected domain, the plurality of pre-defined contextual
parameters being obtained by extraction of multiple
queries from the set of digitized training documents and
subsequent processing of the extracted queries;

receiving, by the processor, a set of mput documents
obtained by digitization of the non-digital documents;

performing, by the processor, using an Al model, a
contextual processing of the received set of 1nput
documents based on the pre-defined contextual param-
eters to obtain an output in form of a plurality of filtered
snippets, each bearing a corresponding rank, the con-
textual processing comprising context building, context
search and context based ranking of one or more
snippets extracted from the mput documents; and

wherein a context based verification of the unstructured
data 1s performed based on the plurality of filtered
snippets and the corresponding rank.

16. The method as claimed 1n claim 15 comprising:

updating, by the processor, using a neural network based
model, the plurality of filtered snippets by performing
a context based detection and context based update
based on a feedback from the user interface, the feed-
back indicating preference of at least one of the plu-
rality of filtered snippets, and wherein the neural net-

work based model 1s an encoder decoder based long
short term memory (LSTM) model.

17. The method as claimed 1n claim 15 comprising:

recerving, by the processor, from a contextual processing
engine, a {irst data comprising the plurality of filtered
snippets;

receiving, by the processor, from the learning engine, a
second data comprising the updated plurality of filtered
snippets;

classitying, by the processor, using one or more models,

the first data and the second data in a pre-defined
format:

assigning, by the processor, using the one or more models,
a pre-defined weight to each of the classified first data
and the classified second data;

determining, by the processor, using the one or more
models, a similarity score for the plurality of filtered
snippets based on the assigned weights; and

updating, by the processor, using the one or more models,
the rank of each snippet in the plurality of filtered
snippets to assign an updated rank.

18. The method as claimed 1n claim 15 comprising:

generating automatically, by the processor, an annotation
using the plurality of filtered snippets obtained from
contextual processing, wherein the annotation corre-
sponds to one or more contextual coordinates corre-
sponding to an image document obtained after scanning,
of the set of 1nput documents,

wherein the annotation 1s fed to the data trainer for enabling
automated named entity recognition (NER).
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19. A non-transitory computer readable medium compris-
ing machine executable 1nstructions that are executable by a
processor to:
classily a plurality of extracted parameters from a set of
digitized training documents, wherein the classification
1s performed so as to assign a document similarity score
with respect to a set of reference documents corre-
sponding to a plurality of domains;
detect automatically, a domain for the set of digitized
training documents based on the document similarity
SCOTe;

load a domain based neural model for the detected domain
to generate a plurality of pre-defined contextual param-
cters specilic to the detected domain, the plurality of
pre-defined contextual parameters being obtained by
extraction ol multiple queries from the set of digitized
training documents and subsequent processing of the
extracted queries;

receive a set of input documents that are obtained by

digitization of the non-digital input documents through
optical character recognition (OCR); and

perform a contextual processing of the received set of

input documents based on the pre-defined contextual
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parameters to obtain an output in form of a plurality of
filtered snippets each bearing a corresponding rank, the
contextual processing comprising context building,
context search and context based ranking of one or
more snippets extracted from the mput documents;

wherein a context based verification of the unstructured

data 1s performed based on the plurality of filtered
snippets and the corresponding rank.

20. The non-transitory computer readable medium as
claimed 1n claim 18, wherein the machine executable
istructions are executable by a processor to:

update the plurality of filtered snippets by performing a

context based detection and context based update,
based on a feedback from a user interface, the feedback
indicating preference of at least one of the plurality of
filtered snippets, and wherein the neural network based

model 1s an encoder decoder based long short term
memory (LSTM) model; and

update the rank of each snippet 1n the plurality of filtered

snippets to assign an updated rank.
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