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(57) ABSTRACT

An example process includes while displaying, on a display,
a video event: receiving, by a digital assistant, a natural
language speech mput corresponding to a participant of the
video event; in accordance with receiving the natural lan-
guage speech imput, identifying, by the digital assistant,
based on context information associated with the video
event, a first location of the participant; and 1n accordance
with i1dentifying the first location of the participant, aug-
menting, by the digital assistant, the display of the video
event with a graphical overlay displayed at a first display
location corresponding to the first location of the participant.
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DIGITAL ASSISTANT FOR PROVIDING
GRAPHICAL OVERLAYS OF VIDEO
EVENTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application 1s a continuation of PC'T Applica-
tion No. PCT/US2022/041912, entitled “DIGITAL ASSIS-

TANT FOR PROVIDING GRAPHICAL OVERLAYS OF
VIDEO EVENTS,” filed on Aug. 29, 2022, which claims
priority to U.S. Patent Application No. 63/239,290, entitled
“DIGITAL ASSISTANT FOR PROVIDING GRAPHICAL
OVERLAYS OF VIDEO EVENTS,” filed on Aug. 31, 2021.
The entire contents of each of these applications are hereby
incorporated by reference in their entireties.

FIELD

[0002] This relates to using digital assistants to augment
the display of video events with graphical overlays.

BACKGROUND

[0003] Digital assistants allow users to interact with elec-
tronic devices via natural language input. For example, after
a user provides a spoken request to a digital assistant
implemented on an electronic device, the digital assistant
can determine a user intent corresponding to the spoken
request. The digital assistant can then cause the electronic
device to perform one or more task(s) to satisiy the user
intent and to provide output(s) indicative of the performed

task(s).

SUMMARY

[0004] Example methods are disclosed herein. An
example method 1includes at an electronic device having one
Or more processors, memory, and a display: while display-
ing, on the display, a video event: receiving, by a digital
assistant operating on the electronic device, a natural lan-
guage speech input corresponding to a participant of the
video event; 1n accordance with receiving the natural lan-
guage speech mput, identifying, by the digital assistant,
based on context information associated with the video
event, a first location of the participant; and 1n accordance
with i1dentifying the first location of the participant, aug-
menting, by the digital assistant, the display of the video
event with a graphical overlay displayed at a first display
location corresponding to the first location of the participant.
[0005] Example non-transitory computer-readable media
are disclosed herein. An example non-transitory computer-
readable storage medium stores one or more programs. The
one or more programs comprise instructions, which when
executed by one or more processors of an electronic device
having a display, cause the electronic device to: while
displaying, on the display, a video event: receive, by a digital
assistant operating on the electronic device, a natural lan-
guage speech input corresponding to a participant of the
video event; in accordance with receiving the natural lan-
guage speech put, 1identity, by the digital assistant, based
on context information associated with the video event, a
first location of the participant; and 1n accordance with
identifying the first location of the participant, augment, by
the digital assistant, the display of the video event with a
graphical overlay displayed at a first display location cor-
responding to the first location of the participant.
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[0006] Example electronic devices are disclosed herein.
An example electronic device comprises a display; one or
more processors; a memory; and one or more programs,
where the one or more programs are stored in the memory
and configured to be executed by the one or more proces-
sors, the one or more programs including instructions for:
while displaying, on the display, a video event: receiving, by
a digital assistant operating on the electronic device, a
natural language speech input corresponding to a participant
of the video event; 1n accordance with receiving the natural
language speech input, identifying, by the digital assistant,
based on context information associated with the video
event, a first location of the participant; and 1n accordance
with i1dentifying the first location of the participant, aug-
menting, by the digital assistant, the display of the video
event with a graphical overlay displayed at a first display
location corresponding to the first location of the participant.

[0007] Augmenting the displays of video events with
graphical overlays according to the techniques discussed
herein allows digital assistants to efliciently and intelligently
provide relevant graphical responses to user requests about
the video event. For example, responsive to a natural lan-
guage request received during display of a live sports game,
the digital assistant can augment the display of the live
sports game with one or more graphical overlays including
information relevant to the user request. Automatically aug-
menting the display of video events without requiring fur-
ther user mput (e.g., after receiving the natural language
input) makes the user-device interface more eflicient (e.g.,
by reducing user inputs otherwise required to satisly user
requests about the video event, by helping users to under-
stand i1nformation 1n the context of the displayed wvideo
event), which additionally, reduces power usage and
improves device battery life by enabling quicker and more
ellicient device usage.

BRIEF DESCRIPTION OF FIGURES

[0008] FIGS. 1A-1B depict exemplary systems for use 1n
various extended reality technologies.

[0009] FIG. 2 illustrates a block diagram of a digital
assistant, according to various examples.

[0010] FIGS. 3A-3H illustrate various manners of aug-
menting the display of video events with graphical overlays,
according to various examples.

[0011] FIG. 4 illustrates a process for augmenting the
display of a video event with a graphical overlay, according
to various examples.

DESCRIPTION

[0012] Examples of systems and techniques for imple-
menting extended reality (XR) based technologies are
described herein.

[0013] FIG. 1A and FIG. 1B depict exemplary system 150
used to implement various extended reality technologies.

[0014] In the example of FIG. 1A, system 150 includes
device 150a. Device 150a includes at least some of: pro-
cessor(s) 101, memory(ies) 102, RF circuitry(ies) 103, dis-
play(s) 104, image sensor(s) 105, touch-sensitive surface(s)
106, location sensor(s) 107, microphone(s) 108, speaker(s)
109, and orientation sensor(s) 110. Communication bus(es)
111 of device 150a optionally enable communication
between the various components of device 150a.
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[0015] In some examples, some components ol system
150 are implemented in a base station device (e.g., a
computing device such as a laptop, remote server, or mobile
device) and other components of system 1350 are imple-
mented 1 a second device (e.g., a head-mounted device). In
some examples, the base station device or the second device
implements device 150a.

[0016] In the example of FIG. 1B, system 150 includes at
least two devices 1n communication, e€.g., via a wired
connection or a wireless connection. First device 150c¢ (e.g.,
a head-mounted device) includes at least some of: processor
(s) 101, memory(es) 102, RF circuitry(ies) 103, display(s)
104, image sensor(s) 1035, touch-sensitive surface(s) 106,
location sensor(s) 107, microphone(s) 108, speaker(s) 109,
and orientation sensor(s) 110. Communication bus(es) 111
of first device 150c¢ optionally enable communication
between the components of first device 150¢. Second device
15056, such as a base station device, includes processor(s)
101, memory(ies) 102, and RF circuitry(ies) 103. Commu-
nication bus(es) 111 of second device 1505 optionally enable
communication between the components of second device

1505.

[0017] Processor(s) 101 include, for instance, graphics
processor(s), general processor(s), and/or digital signal pro-
cessor(s).

[0018] Memory(ies) 102 are one or more non-transitory
computer-readable storage mediums (e.g., flash memory,
random access memory) storing computer-readable mnstruc-
tions. The computer-readable instructions, when executed
by processor(s) 101, cause system 150 to perform various
techniques discussed below.

[0019] RF circuitry(ies) 103 include, for instance, cir-
cuitry to enable commumnication with other electronic
devices and/or with networks (e.g., intranets, the Internet,
wireless networks (e.g., local area networks and cellular
networks)). In some examples, RF circuitry(ies) 103 include
circuitry enabling short-range and/or near-field communica-
tion.

[0020] In some examples, display(s) 104 implement a
transparent or semi-transparent display. Accordingly, a user
can view a physical setting directly through the display and
system 150 can superimpose virtual content over the physi-
cal setting to augment the user’s field of view. In some
examples, display(s) 104 implement an opaque display. In
some examples, display(s) 104 transition between a trans-
parent or semi-transparent state and an opaque state.

[0021] In some examples, display(s) 104 implement tech-
nologies such as liqud crystal on silicon, a digital light
projector, LEDs, OLEDs, and/or a laser scanming light
source. In some examples, display(s) 104 include substrates
(e.g., light waveguides, optical reflectors and combiners,
holographic substrates, or combinations thereof) through
which light 1s transmitted. Alternative example implemen-
tations of display(s) 104 include display-capable automotive
windshields, display-capable windows, display-capable
lenses, heads up displays, smartphones, desktop computers,
or laptop computers. As another example implementation,
system 150 1s configured to interface with an external
display (e.g., smartphone display). In some examples, sys-
tem 150 1s a projection-based system. For example, system
150 projects 1images onto the eyes (e.g., retina) of a user or
projects virtual elements onto a physical setting, e.g., by
projecting a holograph onto a physical setting or by project-
ing 1magery onto a physical surface.
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[0022] In some examples, image sensor(s) 105 include
depth sensor(s) for determining the distance between physi-
cal elements and system 150. In some examples, image
sensor(s) 105 include visible light 1mage sensor(s) (e.g.,
charged coupled device (CCD) sensors and/or complemen-
tary metal-oxide-semiconductor (CMOS) sensors) for
obtaining 1magery ol physical elements from a physical
setting. In some examples, 1mage sensor(s) 105 include
event camera(s) for capturing movement of physical ele-
ments in the physical setting. In some examples, system 150
uses depth sensor(s), visible light image sensor(s), and event
camera(s) in conjunction to detect the physical setting
around system 150. In some examples, image sensor(s) 105
also include 1infrared (IR) sensor(s) (e.g., passive or active IR
sensors) to detect infrared light from the physical setting. An
active IR sensor implements an IR emitter (e.g., an IR dot
emitter) configured to emit infrared light into the physical
setting.

[0023] In some examples, image sensor(s) 105 are used to
receive user inputs, €.g., hand gesture inputs. In some
examples, 1mage sensor(s) 105 are used to determine the
position and orientation of system 150 and/or display(s) 104
in the physical setting. For instance, image sensor(s) 105 are
used to track the position and orientation of system 130
relative to stationary element(s) of the physical setting. In
some examples, image sensor(s) 105 include two different
image sensor(s). A first image sensor 1s configured to capture
imagery of the physical setting from a first perspective and
a second 1mage sensor 1s configured to capture imagery of
the physical setting from a second perspective different from
the first perspective.

[0024] Touch-sensitive surface(s) 106 are configured to
receive user mputs, e.g., tap and/or swipe mputs. In some
examples, display(s) 104 and touch-sensitive surface(s) 106
are combined to form touch-sensitive display(s).

[0025] In some examples, microphone(s) 108 are used to
detect sound emanating from the user and/or from the
physical setting. In some examples, microphone(s) 108
include a microphone array (e.g., a plurality of microphones)
operating 1n conjunction, €.g., for localizing the source of
sound 1n the physical setting or for identifying ambient
noise.

[0026] Orientation sensor(s) 110 are configured to detect
orientation and/or movement of system 150 and/or display
(s) 104. For example, system 150 uses orientation sensor(s)
110 to track the change in the position and/or orientation of
system 150 and/or display(s) 104, e.g., relative to physical
clements in the physical setting. In some examples, orien-
tation sensor(s) 110 include gyroscope(s) and/or accelerom-
cter(s).

[0027] FIG. 2 illustrates a block diagram of digital assis-
tant (DA) 200, according to various examples.

[0028] The example of FIG. 2 shows that DA 200 is
implemented, at least partially, within system 150, e.g.,
within device 150q, 1505, or 150c¢. For example, DA 200 1s
at least partially implemented as computer-executable
istructions stored 1n memory(ies) 102. In some examples,
DA 200 1s implemented in a distributed manner, e.g., dis-
tributed across multiple computing systems. For example,
the components and functions of DA 200 are divided 1nto a
client portion and a server portion. The client portion 1s
implemented on one or more user devices (e.g., devices
150a, 1505, 150¢) and may communicate with a computing
server via one or more networks. The components and




US 2024/0205489 Al

functions of DA 200 are implemented 1n hardware, software
instructions for execution by one or more processors, firm-
ware (e.g., one or more signal processing and/or application
specific mtegrated circuits), or a combination or sub-com-
bination thereof. It will be appreciated that DA 200 1s
exemplary, and thus DA 200 can have more or fewer
components than shown, can combine two or more compo-
nents, or can have a different configuration or arrangement
of the components.

[0029] As described below, DA 200 performs at least some
of: automatic speech recognition (e.g., using speech to text
(STT) module 202); determining a user intent corresponding
to recerved natural language mput; determining a task flow
to satisly the determined intent; and executing the task flow
to satisty the determined intent.

[0030] In some examples, DA 200 includes natural lan-
guage processing (NLP) module 204 configured to deter-
mine the user intent. NLP module 204 receives candidate
text representation(s) generated by STT module 202 and
maps each of the candidate text representations to a “user
intent” recognized by the DA. A “user intent” corresponds to
a DA performable task and has an associated task tlow
implemented 1n task module 206. The associated task tlow
includes a series of programmed actions (e.g., executable
instructions) the DA takes to perform the task. The scope of
DA 200’s capabilities can thus depend on the types of task
flows implemented 1n task module 206, ¢.g., depend on the
types of user intents the DA recognizes.

[0031] In some examples, upon identilying a user intent
based on the natural language input, NLP module 204 causes
task module 206 to perform the actions for satisfying the
user request. For example, task module 206 executes the
task flow corresponding to the determined intent to perform
a task satisiying the user request. In some examples, execut-
ing a task tlow includes employing the services of identifi-
cation module 208 and display augmentation module 210,
discussed below, to perform the task. In some examples,
performing the task includes causing system 150 to provide
graphical, audio, and/or haptic output indicating the per-
formed task.

[0032] In some examples, DA 200 includes 1dentification
module 208. Identification module 208 1s configured to
perform various 1dentification actions based on nstructions
from task module 206, ¢.g., based on instructions generated
by executing a task flow. For example, 1identification module
208 1s configured to identily participants (e.g., players or
persons) 1n video events, 1dentify the participants’ displayed
locations, and track the participants’ movements. Example
video events include broadcasts/videos of sports games/
competitions, videos of performances (e.g., concerts and
shows), television broadcasts, movies, and the like.

[0033] In some examples, as discussed below with respect
to FIGS. 3A-3H, identification module 208 implements
computer vision techniques (e.g., image recognition, facial
and/or body recognition, 1image tracking) to perform the
identification actions. For example, 1dentification module
208 15 configured to identily a participant referred to by the
natural language mput “who 1s that?” and track the identified
participant’s movement 1n a video event. In some examples,
identification module 208 implements probabilistic tech-
niques (e.g., machine-learning techniques) to i1dentily par-
ticipants. For example, i1dentification module 208 deter-
mines and/or adjusts likelthood scores of candidate
participants and identifies the candidate participant having,
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the highest likelihood score and/or having a likelihood score
above a threshold. The likelihood scores of candidate par-
ticipants are based on various context information, detailed
below, associated with the video event (e.g., whether an
audio stream of the video event names a candidate partici-
pant, the frequency with which the user gazes at a candidate
participant, the degree of match between a candidate par-
ticipant’s 1dentified visual features and known information
about participants 1n the video event (e.g., jersey numbers,
jersey design, facial and/or bodily features), a confidence
associated with facial and/or body recognition of the can-
didate participant).

[0034] Insome examples, as discussed below with respect
to FIGS. 3A-3H, identification module 208 implements gaze
tracking techniques (e.g., on user gaze data detected by
image sensor(s) 105) to identily the locations of participants.
For example, 1dentification module 208 1dentifies a current
(or previous) user gaze location and identifies a participant
displayed at or near the current (or previous) user gaze
location. In some examples, 1dentification module 208 1den-
tifies the locations of participants based on user gesture
mputs (e.g., tap gestures or pointing gestures detected by
image sensor(s) 105, display(s) 104, and/or touch-sensitive
surfaces(s) 106). For example, i1dentification module 208
identifies a display location corresponding to user gesture
input (e.g., where the user points at) and identifies a par-
ticipant displayed at or near the display location.

[0035] In some examples, DA 200 includes display aug-
mentation module 210. In conjunction with task module 206
and 1dentification module 208, display augmentation module
210 1s configured to cause system 150 (e.g., device 150a or
150c¢) to augment the display of video events. For example,
display augmentation module 210 generates a graphical
overlay and causes system 150 to augment the display of a
video event with the graphical overlay. As one example,
responsive to a user asking DA 200 “who 1s that?” during
display of a live sports game, 1dentification module 208
identifies the intended participant. Display augmentation
module 210 then causes system 150 to augment the display
of the live sports game with a graphical overlay identitying
the participant, e.g., where the graphical overlay would not
otherwise be displayed 1n the live sports game.

[0036] In some examples, display augmentation module
208 generates different types of graphical overlays and
augments the display of video events 1n different manners
based on instructions from task module 206. For example,
by executing a particular task flow corresponding to a
particular user intent, task module 206 causes display aug-
mentation module 208 to generate a type of graphical
overlay corresponding to the particular user intent. Various
types ol graphical overlays and the various manners in
which DA 200 can augment the display of video events with
the graphical overlays are now discussed with respect to
FIGS. 3A-3H.

[0037] FIGS. 3A-3H illustrate various manners of aug-
menting the display of video events with graphical overlays,
according to various examples. FIGS. 3A-3H show display
302 of device 300, e.g., a head mounted device. Device 300
1s implemented as device 150a or device 150c¢. Display 302
displays a video event, e.g., a live soccer game.

[0038] In some examples, the video event 1s displayed via
video pass-through depicting a display of an external elec-
tronic device. Accordingly, display 302 and the display of
the external electronic device concurrently display the video
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event. For example, in FIG. 3A, while the external device
(e.g., atelevision, a computer, or a tablet) displays the soccer
game, display 302 concurrently displays the soccer game via
video pass-through of the external device. In other
examples, the video event 1s not displayed via video-pass
through. For example, device 300 streams the video event
via an internet connection or displays the video event that 1s
stored 1n local memory of device 300.

[0039] In some examples, while display 302 displays the
video event, device 300 receives input to imvoke DA 200.
Example mput to mvoke DA 200 includes speech input
including a predetermined spoken trigger (e.g., “hey assis-
tant,” “turn on,” and the like), predetermined types of
gesture 1nput (e.g., hand motions) detected by device 300,
and selection of a physical or virtual button of device 300.
In some examples, mput to mvoke DA 200 includes user
gaze put, e.g., indicating that user gaze 1s directed to a
particular displayed user interface element for a predeter-
mined duration. In some examples, device 300 determines
that user gaze input 1s iput to mvoke DA 200 based on the
timing of recerved natural language input relative to the user
gaze mput. For example, user gaze mput invokes DA 200 1f
device 300 determines that user gaze 1s directed to the user
interface element at a start time of the natural language 1input
and/or at an end time of the natural language input. In the
example of FIG. 3A, a user provides the spoken trigger “hey
assistant” to mnvoke DA 200.

[0040] In FIG. 3A, DA 200 invokes. For example, device
300 displays DA indicator 304 to indicate mmvoked DA 200
and begins to execute certain processes corresponding to DA
200. In some examples, once DA 200 mvokes, DA 200
processes received natural language input to augment the
display of the video event with various types of graphical
overlays, discussed below. For simplicity, the description of
FIGS. 3C-3H below does not explicitly describe receiving
input to invoke DA 200. However, i1t will be appreciated that,
in some examples, DA 200 processes the natural language
inputs described with respect to FIGS. 3C-3H 1n accordance
with receiving mput to imvoke DA 200.

[0041] In some examples, a user provides a natural lan-
guage mput to DA 200 (and causes DA 200 to process the
natural language 1nput) without providing mput to mvoke
DA 200. For example, DA 200 determines, based on various
conditions associated with the natural language input, that
the natural language 1nput 1s mtended for DA 200 and thus
processes the natural language input. For example, a con-
dition includes that a user gesture corresponds to (e.g., the
user points or gestures at) a location on display 302 when
receiving the natural language mput. Thus, it DA 200
determines that a user gesture corresponds to a location on
display 302 when receiving the natural language input, DA
200 processes the natural language input without requiring
input to invoke DA 200. As another example, a condition
includes that the natural language input corresponds to a
user intent associated with the video event. For example, DA
200 processes recerved natural language 1nputs to determine
whether they correspond to predetermined types ol user
intents (e.g., an ntent to 1dentify a participant 1n the video
event, an imtent to pause, rewind, and/or fast-forward the
video event, an intent to request further information about
the video event, an intent to locate a participant 1n the video
event). If DA 200 determines that a natural language 1nput
corresponds to a user intent associated with the video event,
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DA 200 processes the natural language input to display a
graphical overlay without requiring input to invoke DA 200.

[0042] In FIG. 3A, while display 302 displays the video
event, DA 200 receives a natural language input correspond-
ing to participant 306 of the video event. Participants of
video events includes players and other entities involved 1n
the video event, e.g., coaches, referees, linesmen, spectators,
actors, actresses, animated characters, and the like. In some
examples, the natural language mmput does not explicitly
specily participant 306 but includes a deictic reference to
participant 306, e.g., “that,” “he,” “she,” “they,” and the like.
For example, after being mmvoked, DA 200 receives the
natural language 1mput “who 1s that?”. The natural language
input includes a request to identify participant 306, e.g., a
player 1n the soccer game. As discussed below, responsive to
the natural language input, DA 200 1dentifies location 308 of
participant 306, uses 1dentified location 308 to resolve the
deictic reference (e.g., identily the player corresponding to
“that™), and displays graphical overlay 310 indicating 1den-
tified participant 306.

[0043] In accordance with receiving the natural language
mput, DA 200 identifies location 308 (e.g., a displayed
location) of participant 306. DA 200 1dentifies location 308
based on context information associated with the video
event, discussed below. In some examples, DA 200 further
determines that a user intent corresponding to the natural
language 1nput 1s to i1dentity participant 306 and identifies
participant 306 in accordance with determining the user
intent.

[0044] In some examples, device 300 detects user gaze
data and the context information includes the detected user
gaze data. The user gaze data includes, for instance, data
captured by 1mage sensor(s) 105, e.g., data captured by
camera(s) of device 300 configured to track a user’s gaze. In
some examples, the user gaze data includes data captured by
orientation sensor(s) 110 (e.g., data indicating a user’s head
pose) that DA 200 can use to determine a user’s gaze
location. In some examples, the gaze data indicates where
(e.g., on display 302) the user gazes over time, €.g., indicates
that the user gazes at a particular location at a particular
time.

[0045] In some examples, identifying location 308 of
participant 306 includes determiming, based on the user gaze
data, that a user gaze 1s directed to location 308 of partici-
pant 306. In some examples, the timing of the user gaze data
used to 1dentity location 308 depends on the tense of the
natural language input. For example, 11 a natural language
iput refers to participant 306 1n the present tense (e.g.,
“who 1s that?”’) user gaze 1s currently directed to participant
306’s location, e.g., directed to participant 306’s location
while DA 200 receives at least a portion of the natural
language mput. In contrast, 1f a natural language nput refers
to participant 306 1n the past tense (e.g., “who was that?”),
the user’s previous gaze (e.g., gaze belore receiving the
natural language input) may have been directed to a previous
displayed location of participant 306. FIGS. 3C-3D below
describe techniques for handling natural language inputs that
refer to participants in the past tense.

[0046] Inthe example of FIG. 3A, DA 200 determines that
the natural language input “who 1s that?” refers to partici-
pant 306 in the present tense. For example, NLP module 204
performs a grammatical and/or syntactic analysis of the
natural language input to determine the tense. In some
examples, 1n accordance with a determination that the natu-
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ral language input refers to participant 306 in the present
tense, DA 200 1dentifies location 308 of participant 306 as
the location at which user gaze 1s directed at a current time.
In some examples, the current time (e.g., of the video event)
corresponds to a start time of the language natural mput, to
when DA 200 1s mnvoked, or to a current timestamp of the
displayed video event. For example, in FIG. 3A, DA 200
identifies location 308 of participant 306 by determining that
user gaze 1s directed to location 308 when the user starts to
speak “who 1s that?”.

[0047] Sometimes, the time when a user gazes at partici-
pant 306 does not exactly match the current time. For
example, the user may gaze at participant 306 slightly before
and/or slightly after speaking “who 1s that?”. Accordingly, 1n
some examples, 1n accordance with a determination that the
natural language 1nput refers to participant 306 in the present
tense, DA 200 analyzes user gaze data within a predeter-
mined time window around the current time to identily
location 308. The analyzed user gaze data includes, for
instance, bullered gaze data (e.g., detected before the current
time), gaze data detected while recerving the natural lan-
guage mput, and/or gaze data detected after an end time of
the natural language input. In some examples, DA 200
analyzes the user gaze data using a prediction model (e.g.,
a machine-learned model implemented in 1dentification
module 208) to identify location 308. For example, the
prediction model analyzes the user gaze data concurrently
with the corresponding display of the video event to 1dentify
the time(s) when user gaze 1s directed to a displayed entity
(e.g., a human participant) and the corresponding gazed—at
location(s) (e.g., location 308) of the entity. In some
examples, the training data for the prediction model includes
user gaze data and a corresponding display of a video event.
In some examples, the training data 1s annotated to indicate
when a user gazes at an enfity and the corresponding
displayed location of the enftity.

[0048] In some examples, device 300 detects user gesture
input and the context information includes the detected user
gesture mput. Accordingly, 1n some examples, 1dentifying
location 308 of participant 306 includes determining that the
user gesture input (e.g., representing a tap or pointing
gesture) corresponds to location 308. For example, DA 200
determines that the gesture input corresponds to location 308
at a particular time, e.g., the current time, while receiving
any portion of the natural language input, within a prede-
termined duration before receiving the natural language
input, and/or within a predetermined duration after receiving
the natural language input. In some examples, DA 200
determines that the gesture input corresponds to location 308
at the particular time 1n accordance with determining that the
natural language input refers to participant 306 1n the present
tense. In this manner, DA 200 can identify location 308 by
determining that the user points at location 308 when
starting to speak “who 1s that?”.

[0049] In some examples, DA 200 further analyzes the
display of the video event at 1dentified location 308 using
context mnformation to 1dentity participant 306. The context
information includes, for instance, mnformation correspond-
ing to opposing parties (e.g., opposing teams, opposing
participants) of the video event. The information corre-
sponding to opposing parties includes, for instance, respec-
tive jersey numbers of the participants of the opposing
parties, respective identities corresponding to the jersey
numbers, and/or respective jersey designs (e.g., colors, pat-
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terns, other visual characteristics) of the opposing parties.
For example, for the currently displayed soccer game, DA
200 accesses the jersey colors of the opposing teams and
rosters of both teams indicating the player identities and
corresponding jersey numbers. In some examples, the con-
text information includes information corresponding to any
participant of the video event, e.g., mformation indicating
the participant’s costume, outfit, and/or jersey number. For
example, for a doubles tennis or doubles volleyball match,
the context information indicates the respective outfits (e.g.,
outfit color, outlit style) of each participant. As another
example, for a concert, the context information indicates the
respective costumes of each musician 1n the concert, e.g., 1T
cach musician has a signature performance costume.

[0050] In some examples, the context information
includes an audio stream of the video event. For example,
the audio stream includes commentary of the video event. In
some examples, the context information includes an anno-
tated event stream of the video event. For example, the
annotated event stream represents a timeline of the video
event indicating the times of notable moments (e.g., start
time, fouls, goals, substitutions, touchdowns, steals, time
outs, a new play, records, kickofl, hall time, overtime, a
notable athlete appearing, a decided winner, dribbles (in
soccer), ball iterceptions, and the like) 1n the video event
and optionally, the participant(s) corresponding to the
notable moments. In some examples, DA 200 receives the
annotated event stream from an external service, e.g., from
a service that analyzes live events 1n real-time to generate
the annotated event stream. In some examples, the context
information incudes data representing facial and/or bodily
features of participants in the video event, e.g., data enabling
DA 200 to 1dentity the participants using facial and/or body
recognition.

[0051] In some examples, the context information further
indicates respective role(s) of participant(s) i the video
event. For example, for a soccer game, the context infor-
mation indicates whether each player 1s a goalie, a mid-
ficlder, a forward, or a defender. As another example, for a
baseball game, the context information indicates the partici-
pant who 1s the pitcher, the catcher, or the like. As another
example, for a concert, the context information indicates the
participant (e.g., ol a band) who 1s the lead singer, the
drummer, the keyboard player, the guitarist, or the like. I
some examples, the context information 1ndicates the popu-
larity (e.g., as determined from social media data) of at least
some ol the participants of the video event. For example, the
context information indicates the player who 1s most popular
on their soccer team, e.g., based on having the largest social
media following. In some examples, the popularity is rep-
resented by a ranking (e.g., relative to the participant’s team
or to all participants 1n the video event) and/or a numerical
score, €.g2., based on the participant’s number of social
media followers.

[0052] In FIG. 3A, DA 200 analyzes the display of the
video event at location 308, and at the current time (or when
user gaze at location 308 1s otherwise detected), to identify
participant 306. For example, DA 200 performs image
recognition of the video event (e.g., a still frame of the video
event) at the current time and around location 308 to 1dentily
an entity (e.g., person) at or near location 308. For example,
the 1mage recognition process implements a search process
to 1dentify the pixels in the vicinity of location 308 that form
an entity. The image recognition thus i1dentifies that an entity
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1s at or near location 308 and further identifies visual
features (e.g., jersey number, jersey design, facial and/or
bodily features) of the entity. DA 200 matches the visual
features to the above described context information to
identify the entity as participant 306. For example, DA 200
determines that the entity has jersey number 10 and the team
roster indicates Lionel Messi has jersey number 10, and thus
identifies participant 306 as Lionel Messi.

[0053] In some examples, the visual features identified by
the 1mage recognition indicate a role of the enftity. For
example, the image recognition can determine, based on the
entity’s visual characteristics and/or relative location 1n the
video event, whether the entity 1s a goalie, a pitcher, a
drummer, a guitarist, or the like. DA 200 can thus match the
determined role of the entity to the context information
(indicating the roles of the participants) to identily the entity
as a particular participant. For example, 11 DA 200 deter-
mines that the enftity 1s a drummer, DA 200 increases a
likelihood score of the participant(s) of the video event who
are drummers.

[0054] In some examples, DA 200 additionally or alter-
natively identifies participant 306 using other techniques
based on the context information. For example, DA 200
identifies participant 306 based on the audio stream of the
video event. For example, DA 200 determines whether the
audio stream of the video event, within a predetermined time
window around the current time, includes the name of a
participant. If so, DA 200 identifies participant 306 as the
named participant or increases a likelithood of participant
306 being the named participant. In some examples, DA 200
identifies participant 306 based on an annotated event stream
of the video event. For example, DA 200 analyzes the
annotated event stream within a predetermined time window
around the current time to determine whether the event
stream indicates a participant. If so, DA 200 identifies
participant 306 as the indicated participant or increases
likelihood of participant 306 being the indicated participant.
For example, users may more likely ask DA 200 to identily
a participant 1f the participant 1s mmvolved in a notable
moment of the video event. It the participant 1s 1nvolved in
the notable moment (e.g., scored a goal), the audio stream of
the soccer game likely 1dentifies the participant around the
current time (e.g., “Goal for Lionel Messi1!”) and/or the
event stream likely identifies the participant, e.g., by ndi-
cating a goal for Lionel Mess1 at a particular time.

[0055] As another example, DA 200 i1dentifies participant
306 based on the popularity of participant 306, ¢.g., as
indicated by the context data. For example, if two partici-
pants’ respective likelithood scores are otherwise equal, DA
200 determines a higher likelithood score for the more
popular participant. As another example, DA 200 assumes
by default that participant 306 1s the most popular partici-
pant, e.g., by increasing the most popular participant’s
likelihood score by a predetermined amount.

[0056] In some examples, 1 accordance with 1dentifying
participant 306 (e.g., based on the audio stream and/or
annotated event stream), DA 200 1dentifies current location
308 of participant 306. For example, DA 200 performs
image recognition on the video event at the current time to
determine current location 308 based on participant 306’s
known features indicated by the context information (e.g.,
jersey design, jersey number, facial and/or bodily features).

[0057] In accordance with i1dentifying current location
308, DA 200 augments the display of the video event with
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graphical overlay 310. Graphical overlay 310 1s displayed at
a display location corresponding to current location 308. For
example, DA 200 selects a display location near (e.g., within
a predetermined distance of) current location 308 that does
not obscure the display of participant 306 with graphical
overlay 310.

[0058] In some examples, DA 200 generates graphical
overlays having different types and/or contents depending
on the user intent corresponding to natural language input.
For example, 1n FIG. 3A, because the natural language input
“who 1s that?”” includes a request to identify participant 306,
DA 200 generates graphical overlay 310 including informa-
tion corresponding to participant 306. The information 1ndi-
cates, for example, an i1dentity of participant 306, one or
more predetermined highlights (e.g., notable moments) cor-
responding to participant 306 (e.g., text or video describing
notable moments of participant 306 in the video event),
and/or statistics (e.g., distance ran, goals scored, passes
completed, dribbles completed, tackles made, shots taken,
and the like) corresponding to participant 306. In some
examples, graphical overlay 310 indicates additional infor-
mation about participant 306, such as a representation (e.g.,
picture or video) of participant 306, a position (e.g., forward,
defender, goalie, quarterback) of participant 306, and/or
general knowledge (e.g., an encyclopedia entry) about par-
ticipant 306. In some examples, graphical overlay 310
indicates information about the video event, e.g., statistics
and scores of the displayed game, knowledge (e.g., ency-
clopedia entries) about the teams of the video event, text
and/or video description of notable moments in the video
event, user-selectable links to view respective videos of the
notable moments, and/or rosters of the opposing teams. In
some examples, graphical overlay 310 indicates current
location 308 of participant 306, e.g., includes a circle or
other shape displayed under participant 306.

[0059] In some examples, device 300 receives a user input
corresponding to a selection of graphical overlay 310.
Example user input includes gesture mput (e.g., a tap
gesture) and/or speech input (e.g., “show me more about
Lionel Messi1”). In response to receiving the user nput,
display 302 displays a user interface including more detailed
information about participant 306. For example, if the user
selects graphical overlay 310 shown in FIG. 3A, display 302
displays a user interface providing more detail about Lionel
Messi, e.g., Lionel Mess1’s statistics in the soccer game
and/or text and/or video description of Lionel Messi’s
highlights 1n the soccer game.

[0060] In some examples, DA 200 further generates and
provides output (e.g., audio output) corresponding to graphi-
cal overlay 310. The audio output indicates the identified
participant. For example, DA 200 additionally outputs
“that’s Lionel Mess1” while display 302 displays graphical
overlay 310. In some examples, if DA 200 cannot determine
location 308 (e.g., did not detect user gaze data or was
unable to identify a user gaze location) and/or cannot
identify participant 306 (e.g., 1mage recognition cannot
confidently identify participant 306), DA 200 provides an
output indicating an error, €.g., “‘sorry, I don’t know who that
1s.”

[0061] While the above describes an example of augment-
ing the display of a sports game with a graphical overlay, DA
200 can augment the display of other types of video events
with graphical overlays 1 a similar manner. As one
example, the video event 1s a concert and the user may
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request DA 200 to identily a participant (e.g., a lead singer,
a guitarist, a drummer) of the concert. DA 200 can 1dentily
the participant as discussed herein and display a graphical
overlay at or near the 1dentified participant’s location. The
graphical overlay includes, for example, general knowledge
about the participant and/or a list of the participant’s music
albums or songs. As another example, the video event 1s a
personal video (e.g., a home video recorded by a user’s
personal device) and the user can request DA 200 to 1identify
a participant shown in the personal video. DA 200 can
identify the participant as discussed herein (e.g., using facial
and/or body recognition) and display a graphical overlay
indicating the identity of the participant. As yet another
example, the video event 1s a movie or news broadcast and
the user can request DA 200 to identily a participant (e.g.,
news anchor, reporter, politician, actor, actress) ol the movie
or news broadcast. Further, the techmques discussed herein
can apply to identifying participants depicted 1n a user’s
personal photos. For example, while viewing a photo, the
user can ask DA 200 “who 1s that?”. If DA 200 can
confidently identily the referred-to participant (e.g., based
on facial recognition and the user’s gaze), DA 200 displays
a graphical overlay indicating the participant’s identity.

[0062] As discussed, DA 200 may augment the display of
video events with other types of graphical overlays depend-
ing on the user intent corresponding to the natural language
iput. As a further example, suppose the video event 1s a
concert and the user intent 1s to obtain further information
about the concert, ¢.g., via natural language inputs such as
“tell me about this show,” “tell me about this tour,” or “show
me the song list.” DA 200 can retrieve the requested
information and augment the display of the concert with a
graphical overlay indicating the requested information, e.g.,
general information about the concert, a list of stops on the
tour, the song list for the concert. As another example, the
user intent 1s to visualize the audio of the concert, e.g., via
natural language 1inputs such as “visualize this song,” “show
me the chords,” or “show me the lyrics.” DA 200 can
analyze the audio stream of the concert (e.g., to determine a
corresponding waveform, to determine the chords being
played, to recognize the current lyrics) and display a graphi-
cal overlay corresponding to the user intent, e.g., a live
updated graphical overlay showing the waveform, showing
the currently played chords, or showing the currently rec-
ognmized lyrics.

[0063] Turning to FIG. 3B, 1n some examples, graphical
overlay 310 follows a location of participant 306. For
example, DA 200 detects a change from location 308 of
participant 306 to location 312 of participant 306, e.g., as
Lionel Messi runs forward with the ball 1n the live soccer
game. In some examples, DA 200 detects the change by
analyzing the video event using image tracking technolo-
gies, €.g., by tracking the movement of participant 306 using
participant 306’s previously identified visual features. In
response to detecting the change from location 308 to
location 312, DA 200 displays, on display 302, graphical
overlay 310 at an updated display location corresponding to
location 312. In this manner, displays of graphical overlays
can follow the displayed locations of the participants. In
some examples, graphical overlay 310 follows the location
for a predetermined time (e.g., 5 seconds or 10 seconds after
initially displaying the graphical element) and then ceases to
be displayed. In other examples, a user setting of device 300
defines the length for which to display graphical overlay
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310. In other examples, display 302 displays graphical
overlay 310 until ceasing to display the video event, or until
device 300 recerves user iput instructing to cease display of
graphical overlay 310.

[0064] FIGS. 3C-3D illustrate techniques for handling
natural language inputs in the past tense that include
requests to 1dentily participant 314. In FIG. 3C, DA 200
receives the natural language mput “who was that?”. For
example, participant 314 has just scored a goal in the soccer
game and the user wants to know who scored the goal.

[0065] In some examples, 1n accordance with receiving
the natural language mput, DA 200 determines that a user
intent corresponding to the natural language nput 1s to
identify participant 314. In some examples, in accordance
with such determination, DA 200 i1dentifies, based on the
context information, a location of participant 314. For
example, DA 200 i1dentifies the currently displayed location
of participant 314 to determine where to display graphical
overlay 318 1dentitying participant 314. As discussed below,
identifying the currently displayed location of participant
314 may include first identifying participant 314, and then
identifving the currently displayed location of participant
314.

[0066] In some examples, DA 200 determines that the
natural language mput (e.g., “who was that?”) refers to
participant 314 in the past tense. In accordance with a
determination that the natural language speech input refers
to participant 314 1n the past tense, DA 200 determines
previously displayed location(s) at which the user was
previously gazing. For example, DA 200 determines based
on previous user gaze data (e.g., detected before the current
time) that a previous user gaze was directed to one or more
previously displayed locations. In some examples, the pre-
vious user gaze data analyzed by DA 200 1s within a
predetermined duration (e.g., 5 seconds, 10 seconds, 20
seconds, 30 seconds) before the current time. For example,
responsive to recerving “who was that?”, DA 200 analyzes
user gaze data detected within 20 seconds beforehand to
determine previously displayed location(s) at which the user
gazed during the previous 20 seconds.

[0067] In some examples, DA 200 analyzes the previous
display of the wvideo event at the previously displayed
location(s) using the context information to identily partici-
pant 314. For example, 1f device 300 detected user gaze once
every second in the previous 20 seconds, DA 200 analyzes
20 different previously displayed locations the user gazed at,
¢.g., 1n 20 respective previous still frames of the video event.
For example, consistent with the techniques discussed with
respect to FIG. 3A, DA 200 performs 1mage recognition on
cach still frame around each of the previously displayed
location(s) to i1dentify a displayed entity corresponding to
cach previously displayed location, e.g., by implementing a
search process to detect an enftity in the vicinity of each
previously displayed location. In one example, the 1mage
recognition indicates that within the previous 20 seconds,
the display location(s) most frequently correspond to the
same entity (imeaning in most of the previous 20 still frames,
the user gazed at the same entity). DA 200 then matches
identified visual features (e.g., jersey number and jersey
color) of the most frequent entity to the context information
to 1dentily participant 314. For example, if the i1dentified
visual features match the context information, DA 200
increases a likelihood score of identifying participant 314
corresponding to the matching context information.




US 2024/0205489 Al

[0068] In some examples, DA 200 performs the above
described process for each other detected entity (1f any), e.g.,
entity(ies) the user less frequently gazed at in some of the
previous still frames. For example, DA 200 matches iden-
tified visual features of the other entity(ies) to the context
information to determine other participant(s) corresponding
to the entity(ies), but assigns the other participant(s) lower
likelihood scores because they were less frequently gazed at.
As a specific example, 1if DA 200 determines that a user
gazes at a first participant 1n 15 of the previous still frames
and gazes at a second participant 1n 5 of the previous still
frames, DA 200 assigns the first participant a higher likeli-
hood score than the second participant.

[0069] To illustrate the above process, FIG. 3D shows a
previous display (e.g., previous still frame) of the video
event, such as display of the video event belfore participant
314 scores the goal in FIG. 3C. In FIG. 3D, DA 200
determines that the user previously gazed at previously
displayed location 316 of participant 314. Accordingly, DA
200 1dentifies visual features (e.g., jersey color and number)
of participant 314 and matches the visual features to the

context information (e.g., team roster information) to 1den-
tify participant 314.

[0070] In some examples, DA 200 alternatively or addi-
tionally uses other techniques based on the context infor-
mation to 1dentity participant 314, e.g., 1n accordance with
a determination that the natural language 1nput refers to the
participant 1n the past tense. For example, DA 200 identifies
participant 314 by performing facial and/or bodily recogni-
tion, e.g., of respective face(s) and/or body(ies) detected
closest to the previously displayed location(s). For example,
DA assigns a participant having their face and/or body more
frequently recognized (e.g., 1n the previous still frames) a
higher likelihood score than a participant having their face
and/or body less frequently recognized. As another example,
DA 200 1dentifies participant 314 based on the audio stream
of the video event. For example, DA 200 determines
whether the audio stream of the video event, at and/or within
a predetermined duration before the current time, includes
name(s) of participant(s). If so, DA 200 increases a likeli-
hood score of identifying the named participant(s). As
another example, DA 200 1dentifies participant 314 based on
an annotated event stream of the video event. For example,
DA 200 analyzes the event stream, at and/or within a
predetermined duration betfore the current time, to determine
whether the event stream 1ndicates participant(s). If so, DA
200 1increases the likelihood score of identifying the indi-
cated participant(s). In some examples, consistent with that
discussed with respect to FIG. 3A, DA 200 identifies par-
ticipant 314 based on the user’s gaze at the current time. For
example, 11 DA 200 1dentifies a candidate participant based
on the user’s current gaze location, DA 200 increases a
likelihood score of identitying the candidate participant as
the correct participant 314.

[0071] In some examples, DA 200 identifies participant
314 based on participant 314°s popularity, e.g., 1n a manner
similar to that discussed above. For example, DA 200
increases the likelihood scores of participants to bias
towards 1dentifying more popular participants. In this man-
ner, DA 200 can determine that natural language inputs such
as “who was that?” more likely refer to more popular
participants.

[0072] In the present example, according to the above
discussed techniques, DA 200 identifies participant 314 as
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Megan Rapinoe. For example, DA 200 determines that
within 20 seconds before receiving the natural language
iput “who was that?”, the user was most frequently gazing
at Megan Rapinoe, the audio stream of the video event
includes Megan Rapinoe’s name (e.g., “Megan Rapinoe has
the ball””), and/or an event stream of the video event indi-
cates that Megan Rapinoe was passed the ball or scored a
goal.

[0073] In some examples, 1n accordance with 1dentifying
participant 314, DA 200 identifies participant 314’s cur-
rently displayed location. For example, after identifying
participant 314, DA 200 performs 1image recognition on the
current display of the video event 1n FIG. 3C, using context
information corresponding to participant 314 (e.g., Megan
Rapinoe’s jersey number, jersey design, facial and/or bodily
features), to identily participant 314°s currently displayed
location. In accordance with identifying participant 314°s
currently displayed location, DA 200 augments the display
of the video event with graphical overlay 318 displayed at a
display location corresponding to participant 314°s currently
displayed location.

[0074] In some examples, DA 200 further optionally pro-
vides other output (e.g., audio output) identifying participant
314, e.g., “that was Megan Rapinoe.” In some examples, 1
DA 200 cannot identify the current location of participant
314 (e.g., if display 302 does not currently display Megan
Rapinoe), DA 200 provides the output without displaying
graphical overlay 318. In some examples, if DA 200 cannot
identify participant 314 (e.g., if no participant has a suili-
ciently high likelihood score), DA 200 provides an output
indicative of an error, e.g., “sorry, I don’t know who that
was.”

[0075] FIG. 3E shows an example where the natural
language imput specifies participant 320 and includes a
request to locate participant 320. For example, while display
302 displays a video event, a user asks DA 200 “where 1s
Alex Morgan?”.

[0076] In accordance with receiving the natural language
iput, DA 200 identifies, based on the context information,
a location of participant 320. For example, DA 200 deter-
mines a user intent to locate participant 320 and then
performs 1mage recogmtion to locate participant 320. For
example, DA 200 retrieves context information correspond-
ing to specified participant 320 (e.g., jersey number, jersey
design, facial and/or bodily features) and analyzes the dis-
play of the video event at the current time to detect partici-
pant 320 matching the context information.

[0077] In accordance with identifying the location of
participant 320, DA 200 augments the display of the video
cvent with graphical overlay 322 displayed at a display
location corresponding to the identified location. For
example, graphical overlay 322 in FIG. 3E indicates the
location of participant 320 Alex Morgan. In some examples,
DA 200 further provides output indicating the located par-
ticipant. For example, DA 200 speaks “‘there she 1s” while
display 302 displays graphical overlay 322. In some
examples, 11 DA 200 1s unable to locate participant 320 (e.g.,
i Alex Morgan 1s not currently displayed and/or image
recognition fails to 1dentity Alex Morgan), DA provides an
output indicating that participant 320 cannot be located (e.g.,
“I can’t find Alex Morgan”) and forgoes displaying graphi-
cal overlay 322.

[0078] FIG. 3F shows an example where a natural lan-
guage 1nput includes a request to visually distinguish
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between a first party (e.g., team or individual participant) of
the video event and an opposing second party (e.g., opposing,
team or opposing individual participant) of the video event.
For example, while display 302 displays a live soccer game,
a user asks DA 200 to “show me the teams.” Other example
natural language inputs including requests to visually dis-
tinguish between parties include “highlight the teams,”
“distinguish the teams,” “highlight the players,” and the like.

[0079] In accordance with receiving the natural language
input, DA 200 determines that the natural language 1nput
includes a request to visually distinguish between the first
party and the opposing second party, e.g., by determining a
user intent to visually distinguish between the parties. In
accordance with such determination, DA 200 identifies,
based on context information, the location(s) of first partici-
pant(s) corresponding to the first party (first location(s)) and
the location(s) of second participant(s) corresponding to the
opposing second party (second location(s)). For example,
DA 200 performs 1mage recognition on the currently dis-
played video event to identily the first location(s) (e.g.,
based on the jersey design of the first party) and to 1dentify
the second location(s) (e.g., based on the jersey design of the
second party). In accordance with identifying the first loca-
tion(s), DA 200 augments the display of the video event with
first graphical overlay 324 displayed at first display location
(s) respectively corresponding to the first location(s). Simi-
larly, 1n accordance with 1dentitying the second location(s),
DA 200 augments the display of the video event with second
graphical overlay 326 displayed at second display location
(s) respectively corresponding to the second location(s).

[0080] In some examples, display 302 concurrently dis-
plays first graphical overlay 324 and second graphical
overlay 326 and displays first graphical overlay 324 in a
different manner than second graphical overlay 326 (e.g.,
different color, shape, brightness, size, shading). In this
manner, as shown in FIG. 3F, DA 200 may visually distin-
guish between opposing parties of the video event based on,
e.g., identitying the different jersey designs of the opposing
parties.

[0081] In some examples, DA 200 further provides output
(c.g., audio output) indicating the wvisually distinguished
parties. For example, while display 302 displays graphical
overlays 324 and 326, DA 200 outputs “here are the teams.”
[0082] In some examples, consistent with that discussed
with respect to FIG. 3B, graphical overlays 324 and 326
follow the location(s) of the respective participants. For
example, DA 200 continues to track the first and second
location(s) (e.g., by using image recognition to track the
movements of the opposing jersey designs) as the video
event progresses and updates the displayed locations of
graphical overlays 324 and 326 accordingly. In some
examples, graphical overlays 324 and 326 remain displayed
for a predetermined duration and cease to be displayed after
the predetermined duration. In other examples, graphical
overlays 324 and 326 are displayed until display 302 ceases
displaying the video event or until device 300 receives mput
istructing to cease display of graphical overlays 324 and

326.

[0083] FIG. 3G illustrates an example where the natural
language input 1includes a request to analyze an occurrence
(e.g., play, goal, scoring event, new record, foul, and the
like) of the video event. For example, while display 302
displays a video event, DA 200 receives the natural language
iput “break down that play.” Other example natural lan-
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guage mmputs mcluding requests to analyze occurrences of
video events include ““analyze that play,” “show me that
again,” “what happened?”, “show me a replay,” “explain
what just happened,” and the like.

[0084] In some examples, DA 200 determines that the
natural language nput includes a request to analyze an
occurrence of the video event, e.g., by determining a cor-
responding intent. In accordance with such determination,
DA 200 causes display 302 to display a replay of the
occurrence. In some examples, the time of the video event
at which the replay starts (reply start time) 1s a predeter-
mined duration before a current time of the video event. In
some examples, DA 200 uses the annotated event stream of
the video event to determine the replay start time. For
example, DA 200 determines, based on the annotated event
stream, when a most recent notable moment (e.g., goal)
occurred and determines the replay start time as a predeter-
mined duration before the most recent notable moment
occurring. As another example, 11 the annotated event stream
indicates a start time of each new play (e.g., 1n American
football), DA 200 determines the replay start time as the start
time of the most recent play.

[0085] FIG. 3H shows a displayed replay of an occurrence
of a video event. For example, participant 328 has just
scored a goal in FIG. 3G and FIG. 3H shows a replay of the
events before the goal. The replay of the video event can
include various types of graphical overlays generated by DA
200, as discussed below.

[0086] In some examples, 1n accordance with receiving
the natural language 1mput, DA 200 identifies, based on the
context mnformation, a location of participant 328 corre-
sponding to the natural language input. Participant 328 may
be the person of interest primarily involved in the occur-
rence, €.g., goal scorer, person who broke a record, person
who committed a foul, person who ran with the ball, and the
like. In the present example, the identified location of
participant 328 1s a location (e.g., displayed location) in the
replay of the occurrence. For example, 1n FIG. 3H, DA 200
identifies the displayed location of participant 328 (e.g., the
goal scorer) 1n the replay so DA 200 can augment the replay
with graphical overlay 330 to emphasize participant 328 of
interest.

[0087] In some examples, identifying the location of par-
ticipant 328 includes i1dentitying participant 328 based on
context information associated with the wvideo event.
Accordingly, responsive to a user request to analyze an
occurrence of the video event, DA 200 may automatically
identify participant 328 of interest in the occurrence and
emphasize participant 328 via graphical overlay 330. DA
200 1dentifies participant 328 according to the techniques
discussed above with respect to FIGS. 3A-3D. For example,
DA 200 analyzes the user’s previous gaze data (e.g.,
between the replay start time and the current time) to
identify participant 328, e.g., as previous user gaze was
likely directed to participant 328 of interest. As another
example, DA 200 analyzes the event stream of the video
event at and/or within a predetermined duration before the
current time to identify participant 328, ¢.g., as the event
stream likely indicates participant 328 involved 1n the occur-
rence. As yet another example, DA 200 1dentifies participant
328 based on their popularity, e.g., by determining a high
likelihood score of participant 328 because they are the most
popular player in the game. In the example of FIG. 3H, DA
200 1dentifies participant 328 as Lionel Messi.
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[0088] In some examples, in accordance with a determi-
nation that the natural language mput includes a request to
analyze the occurrence of the video event, DA 200 1dentifies,
based on the context information, other participant(s) cor-
responding to the occurrence. The other participant(s) may
be people mvolved 1n the occurrence other than the primary
person of interest, e.g., participant 328. For example, the
other participant(s) may be the players who participant 328
dribbled past to score the goal, the player who had a pass
intercepted, a defensive player who tackled the quarterback
(in football), the goalie who was scored against, and the like.
DA 200 identifies the other participant(s) according to the
same techniques used to i1dentily participant 328. For
example, DA 200 determines likelithood scores of the par-
ticipants in the replay based on the context information (e.g.,
by determiming higher likelihood scores for participants the
user more Irequently gazed at in previous still frames, by
determining likelithood scores based on whether the event
stream and/or audio stream of the video event name the
participant(s), by determining higher likelihood scores for
more popular participants). DA 200 then identifies the
participant(s) having the highest likelihood scores, e.g., the
ones having likelihood scores above a threshold. In FIG. 3H,
for instance, DA additionally 1dentifies participant 342 (the
goalie A. Bob) and participant 344 (the defender B. Fred).
Participant 328’s likelihood score may be higher than each
of participant 342 and 344’s respective likelihood scores,
¢.g., as participant 328 1s the primary person of interest.

[0089] In some examples, 1n accordance with 1dentifying
participant(s) (e.g., participants 328, 342, and 344), DA 200
identifies the respective location(s) (e.g., location(s) in the
displayed replay) of the participant(s) based on the context
information. For example, DA 200 performs 1mage recog-
nition on the replay using visual features of identified
participant 328 (e.g., jersey color, jersey number, facial
and/or bodily features) to 1dentily the location of participant
328 and performs a similar process to identily the respective
locations of participants 342 and 344. In some examples,
DA 200 further tracks the respective location(s) of the
identified participant(s) in the replay, e.g., using i1mage
recognition to track the i1dentified participant(s)' visual fea-
tures.

[0090] In some examples, 1n accordance with 1dentifying
the respective location(s) of the participant(s), DA 200
augments the display of the video event with graphical
overlay(s) displayed at respective display location(s) (e.g.,
in the replay) corresponding to the respective identified
location(s) of the participant(s). In some examples, the
graphical overlay(s) indicate respective trajectory(ies) (e.g.,
path(s) taken) of the identified participant(s). For example,
in FIG. 3H, the graphical overlays 330, 346, and 348
indicate respective trajectories of participants 328, 342, and
344. DA 200 generates the trajectories by tracking the
movement ol the participants 328, 342, and 344 in the
replay, e.g., based on their identified visual features. In some
examples, 1n accordance with identifying the respective
location(s) of the participant(s), DA 200 further provides
output indicating an analysis of the occurrence, e.g., “here’s
what happened.”

[0091] In some examples, consistently with the techniques
discussed above, DA 200 augments the display of the replay
with various other types of graphical overlays. For example,
graphical overlay 332, displayed at a location corresponding
to the location of participant 328, indicates an identity of
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participant 328. Graphical overlays 334 and 336 visually
distinguish between participants of opposing parties
involved in the occurrence. In some examples, graphical
overlays 334 and 336 follow the locations of the correspond-
ing participants during the replay, e.g., based on DA 200
tracking the movements of the corresponding participants.
Graphical overlays 338 indicate the respective identity(ies)
ol any other participant(s) diflerent from primary participant
328, c.g., who DA 200 identifies by performing image
recognition on the replay. Graphical overlay 340 indicates a
ball trajectory, e.g., based on DA 200 performing image
tracking on the ball. In some examples, a user setting of
device 300 defines the various types of graphical overlays
displayed in the replay. For example, a user setting specifies
whether to display graphical overlays 334 and 336 distin-
guishing between opposing parties and another user setting
specifies whether to display graphical overlay 340 indicating
a ball trajectory.

[0092] The above examples describe augmenting the dis-
play of the video event with graphical overlays displayed
during the replay. For example, graphical overlays 330, 346,
and 348 can change (e.g., grow longer) during the replay to
indicate the respective trajectory(ies) of participants 328,
342, and 344. In some examples, display 302 displays some
graphical overlays at a start of the replay. For example,
display 302 displays graphical overlay(s) indicating the
trajectory(ies) of i1dentified participant(s) during the replay
(e.g., graphical overlays 330, 346, and 348) and/or a graphi-
cal overlay indicating the ball trajectory during the replay
(e.g., graphical overlay 340) at a start of the replay, and
optionally, during the entirety of the replay. In this manner,
the replay shows the 1dentified participant(s) moving accord-
ing to respective pre-indicated trajectory(ies) (e.g., shows
participants 328, 342, and 344 running over respective
graphical overlays 330, 346, and 348). Accordingly, during
the replay, a user can determine where a participant and/or
a ball will move next, thereby providing a more informative
user experience.

[0093] FIG. 4 illustrates process 400 for augmenting the
display of a video event with a graphical overlay, according
to various examples. Process 400 1s performed, for example,
at a device (e.g., device 300) and using DA 200 and system
150. In process 400, some operations are, optionally, com-
bined, the orders of some operations are, optionally,
changed, and some operations are, optionally, omitted. In
some examples, additional operations are performed 1n
combination with process 400.

[0094] At block 402, while displaying, on a display (e.g.,
display 302) of an electronic device (e.g., device 300), a
video event, a natural language speech input corresponding
to a participant of the video event (e.g., “who 1s that?””, “who
was that?”, “where 1s Alex Morgan?”, “show me the teams,”
and “break down that play” in FIGS. 3A, 3C, 3E, 3F, and 3G,
respectively) 1s recerved by a digital assistant (e.g., DA 200)
operating on the electronic device. In some examples, the
video event 1s displayed via video pass-through depicting a
second display of an external electronic device and the
display and the second display concurrently display the
video event. In some examples the natural language speech
mput (e.g., “who 1s that?”, “who was that?”) includes a
request to 1dentily the participant.

[0095] At block 404, while displaying the video event and
in accordance with recerving the natural language speech
input, a first location of the participant 1s identified by the
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digital assistant (e.g., using identification module 208) based
on context information associated with the video event. In
some examples, a user gesture mnput 1s detected, where the
context information includes the detected user gesture input.
In some examples, identitying the first location of the
participant includes determining that the user gesture input
corresponds to the first location at a start time of the natural
language speech mput and analyzing the display of the video
event at the first location (e.g., using identification module
208) using the context information associated with the video
event to 1dentily the first participant. In some examples, the
respective locations of participants of video events are
continuously identified, e.g., whenever a video event 1is
displayed. For example, during display of a video event, the
digital assistant continuously tracks the displayed locations
of the participants, e.g., by using image recognition track the
movement of human bodies. When the digital assistant
receives the natural language speech 1nput, the digital assis-
tant determines the location relevant to the user request (e.g.,
the location of the participant corresponding to the speech
input) according to the techniques discussed herein.

[0096] In some examples, user gaze data 1s detected,
where the context information includes the detected user
gaze data. In some examples, 1dentifying the first location of
the participant includes determining, based on the user gaze
data, that a user gaze 1s directed to the first location and
analyzing the display of the video event at the first location
(c.g., using identification module 208) using the context
information associated with the video event to identily the
first participant. In some examples, the context information

turther includes information corresponding to opposing par-
ties of the video event.

[0097] In some examples, 1t 1s determined (e.g., by NLP
module 204) that the natural language speech input refers to
the participant 1n the present tense. In some examples,
determining that the user gaze 1s directed to the first location
includes determining, 1n accordance with a determination
that the natural language speech input refers to the partici-
pant 1n the present tense, that the user gaze 1s directed to the
first location (e.g., location 308 1n FIG. 3A) at a start time
of the natural language speech put.

[0098] In some examples, 1t 1s determined (e.g., by NLP
module 204) that the natural language speech input refers to
the participant 1n the past tense. In some examples, in
accordance with a determination that the natural language
speech mput refers to the participant in the past tense, it 1s
determined (e.g., by identification module 208), based on
previous user gaze data detected before a start time of the
natural language speech input, that a previous user gaze was
directed to a previously displayed location (e.g., location
316 1n FIG. 3D). In some examples, 1n accordance with a
determination that the natural language speech input refers
to the participant 1n the past tense, the display of the video
event at the previously displayed location 1s analyzed using
the context information associated with the video event
(e.g., by 1dentification module 208) to identily the partici-
pant. In some examples, the first location of the participant
1s a currently displayed location of the participant (e.g., the
location of participant 314 1n FIG. 3C) and identifying the
currently displayed location of the participant 1s performed
in accordance with identifying the participant. In some
examples, the context information associated with the video
event includes at least one of: information corresponding to
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opposing parties of the video event, an audio stream of the
video event, and an annotated event stream of the video
event.

[0099] At block 406, while displaying the video event and

in accordance with identifying the first location of the
participant, the display of the video event 1s augmented by
the digital assistant (e.g., using display augmentation mod-
ule 210) with a graphical overlay displayed at a first display
location corresponding to the first location of the participant.
In some examples, the graphical overlay (e.g., graphical
overlays 310, 318, 332, and 338) includes information
corresponding to the participant. In some examples, the
information corresponding to the participant indicates at
least one of an identity of the participant, a predetermined
highlight corresponding to the participant, and statistics
corresponding to the participant.

[0100] In some examples, the natural language speech
input specifies the participant and includes a request to
locate the participant (e.g., “where 1s Alex Morgan?”). In
some examples, the graphical overlay (e.g., graphical over-
lay 322) indicates a location of the participant.

[0101] In some examples, the natural language speech
input ncludes a request to visually distinguish between a
first party of the video event and an opposing second party
of the video event (e.g., “show me the teams”), where the
participant corresponds to the first party. In some examples,
in accordance with recerving the natural language speech
input and a determination that the natural language speech
input ncludes a request to visually distinguish between the
first party and the opposing second party, a second location
ol a second participant of the video event 1s 1dentified by the
digital assistant (e.g. using 1dentification module 208) based
on the context information, where the second participant
corresponds to the opposing second party. In some
examples, 1 accordance with identifying the second loca-
tion of the second participant, the display of the video event
1s augmented by the digital assistant (e.g., using display
augmentation module 210) with a second graphical overlay
(e.g., graphical overlay 326) displayed at a second display
location corresponding to the second location of the second
participant. In some examples, the graphical overlay (e.g.,
graphical overlay 324) and the second graphical overlay
(graphical overlay 326) are concurrently displayed, and the
graphical overlay 1s displayed 1n a different manner than the
second graphical overlay when the graphical overlay and the
second graphical overlay are concurrently displayed.

[0102] In some examples, the natural language speech
iput includes a request to analyze an occurrence of the
video event (e.g., “break down that play”). In some
examples, the graphical overlay (e.g., graphical overlay 330)
indicates a trajectory of the participant (e.g., participant
328), the trajectory corresponding to the occurrence.

[0103] In some examples, in accordance with a determi-
nation that the natural language speech input includes a
request to analyze the occurrence of the video event, a replay
of the occurrence (e.g., n FIG. 3H) 1s displayed on the
display. In some examples, the first location of the partici-
pant (e.g., participant 328) 1s a location 1n the replay of the
occurrence and the first display location corresponds to the
replay of the occurrence. In some examples, identiiying the
first location of the participant includes identitying (e.g., by
identification module 208), based on the context information
associated with the video event, the participant and 1n
accordance with i1dentifying the participant, i1dentifying
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(e.g., by 1dentification module 208), based on the context
information associated with the video event, the first loca-
tion.

[0104] In some examples, in accordance with a determi-
nation that the natural language speech input includes a
request to analyze the occurrence of the video event, a
second participant (e.g., participants 342 and 344) corre-
sponding to the occurrence 1s 1dentified (e.g., by 1dentifica-
tion module 208) based on the context information associ-
ated with the video event. In some examples, 1n accordance
with 1dentifying the second participant, a third location of
the second participant 1n the replay 1s 1dentified based on the
context information. In some examples, the display of the
replay of the occurrence 1s augmented (e.g., using display
augmentation module 210) with a second graphical overlay
(e.g., graphical overlays 346 and 348) displayed at a third
display location corresponding to the third location of the
second participant, the second graphical overlay indicating
a second trajectory of the second participant.

[0105] In some examples, the context information
includes at least one: of second information corresponding
to opposing parties of the video event, a second audio stream
of the video event, and a second annotated event stream of
the video event. In some examples, the second information
corresponding to the opposing parties of the video event
indicates respective jersey numbers of the participants of the
opposing parties, respective identities of the participants of
the opposing parties, and respective jersey designs of the
opposing parties.

[0106] In some examples, process 400 further includes
detecting a change from the first location of the participant
(e.g., location 308) to a second location of the participant
(e.g., location 312) and 1n response to detecting the change,
displaying (e.g., using display augmentation module 210),
on the display, the graphical overlay (e.g., graphical overlay
310) at a second display location corresponding to the
second location of the participant.

[0107] The operations discussed above with respect to
FIG. 4 are optionally implemented by the components
depicted 1n FIG. 2, e.g., by system 150 and DA 200.
[0108] In some examples, a computer-readable storage
medium (e.g., a non-transitory computer readable storage
medium) 1s provided, the computer-readable storage
medium storing one or more programs for execution by one
or more processors of an electronic device, the one or more
programs including instructions for performing any of the
methods or processes described herein.

[0109] Insome examples, an electronic device 1s provided
that comprises means for performing any of the methods or
processes described herein.

[0110] In some examples, an electronic device 1s provided
that comprises a processing unit configured to perform any
of the methods or processes described herein.

[0111] In some examples, an electronic device 1s provided
that comprises one or more processors and memory storing,
one or more programs for execution by the one or more
processors, the one or more programs including instructions
for performing any of the methods or processes described
herein.

[0112] Various techniques described 1n the present disclo-
sure 1nvolve gathering and using personal information of a
user. For example, the personal information (e.g., user gaze
data) may be used to augment the displays of video events
with graphical overlays. However, when the personal infor-
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mation 1s gathered, the information should be gathered with
the user’s informed consent. In other words, users of the XR
systems described herein should have knowledge of and
control over how their personal information is used.

[0113] Only appropnate parties should use the personal
information, and the appropriate parties should only use the
personal information for reasonable and legitimate purposes.
For example, the parties using the personal information will
comply with privacy policies and practices that, at a mini-
mum, obey appropriate laws and regulations. Further, such
policies should be well-established, user-accessible, and
recognized as 1n compliance with, or to exceed, governmen-
tal/industrial standards. Additionally, these parties will not
distribute, sell, or otherwise share such information for
unreasonable or 1llegitimate purposes.

[0114] Users may also limit the extent to which their
personal imnformation 1s accessible (or otherwise obtainable)
by such parties. For example, the user can adjust XR system
settings or preferences that control whether their personal
information can be accessed by various entities. Addition-
ally, while some examples described herein use personal
information, various other examples within the scope of the
present disclosure can be implemented without needing to
use such imformation. For example, 11 personal information
(e.g., gaze data) 1s gathered, the systems can obscure or
otherwise generalize the information so the information does
not 1dentity the particular user.

What 1s claimed 1s:

1. A non-transitory computer-readable storage medium
storing one or more programs, the one or more programs
comprising 1nstructions, which when executed by one or
more processors of an electronic device having a display,
cause the electronic device to:

while displaying, on the display, a video event:

receive, by a digital assistant operating on the elec-
tronic device, a natural language speech iput cor-
responding to a participant of the video event;

in accordance with recerving the natural language
speech mput, identity, by the digital assistant, based
on context information associated with the video
event, a {irst location of the participant; and

in accordance with 1dentitying the first location of the
participant, augment, by the digital assistant, the
display of the video event with a graphical overlay
displayed at a first display location corresponding to
the first location of the participant.

2. The non-transitory computer-readable storage medium
of claam 1, wherein the one or more programs further
comprise instructions, which when executed by the one or
more processors, cause the electronic device to:

detect a change from the first location of the participant to
a second location of the participant; and

in response to detecting the change, display, on the
display, the graphical overlay at a second display
location corresponding to the second location of the
participant.
3. The non-transitory computer-readable storage medium
of claim 1, wherein:

the video event 1s displayed via wvideo pass-through
depicting a second display of an external electronic
device; and

the display and the second display concurrently display
the video event.
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4. The non-transitory computer-readable storage medium
of claim 1, wherein:

the natural language speech input includes a request to

identify the participant; and

the graphical overlay includes information corresponding

to the participant.

5. The non-transitory computer-readable storage medium
of claim 4, wherein the information corresponding to the
participant indicates at least one of:

an 1dentity of the participant;

a predetermined highlight corresponding to the partici-

pant; and

statistics corresponding to the participant.

6. The non-transitory computer-readable storage medium
of claam 4, wherein the one or more programs further
comprise instructions, which when executed by the one or
more processors, cause the electronic device to:

detect a user gesture input, wherein the context informa-

tion includes the detected user gesture input, and

wherein identitying the first location of the participant

includes:

determining that the user gesture iput corresponds to
the first location at a start time of the natural lan-
guage speech input; and

analyzing the display of the video event at the first
location using the context information associated
with the video event to i1dentily the first participant.

7. The non-transitory computer-readable storage medium
of claam 4, wherein the one or more programs further
comprise instructions, which when executed by the one or
more processors, cause the electronic device to:

detect user gaze data, wherein the context information

includes the detected user gaze data, and wherein

identifying the first location of the participant includes:

determining, based on the user gaze data, that a user
gaze 1s directed to the first location; and

analyzing the display of the video event at the first
location using the context information associated
with the video event to identily the first participant.

8. The non-transitory computer-readable storage medium
of claim 6, wherein the context information further includes
information corresponding to opposing parties of the video
event.

9. The non-transitory computer-readable storage medium
of claam 7, wherein the one or more programs further
comprise instructions, which when executed by the one or
more processors, cause the electronic device to:

determine that the natural language speech mnput refers to

the participant 1n the present tense, wherein determin-
ing that the user gaze 1s directed to the first location
includes determining, in accordance with a determina-
tion that the natural language speech input refers to the
participant in the present tense, that the user gaze 1s
directed to the first location at a start time of the natural
language speech put.

10. The non-transitory computer-readable storage
medium of claim 4, wherein the one or more programs
turther comprise instructions, which when executed by the
one or more processors, cause the electronic device to:

determine that the natural language speech mput refers to

the participant in the past tense; and

in accordance with a determination that the natural lan-

guage speech input refers to the participant in the past
tense:
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determine, based on previous user gaze data detected
before a start time of the natural language speech
input, that a previous user gaze was directed to a
previously displayed location; and
analyze the display of the video event at the previously
displayed location using the context information
associated with the video event to i1dentity the par-
ticipant, wherein:
the first location of the participant 1s a currently
displayed location of the participant; and
identifying the currently displayed location of the
participant 1s performed 1n accordance with 1den-
titying the participant.

11. The non-transitory computer-readable storage
medium of claim 10, wherein the context information asso-
ciated with the video event includes at least one of:

information corresponding to opposing parties ol the

video event;

an audio stream of the video event; and

an annotated event stream of the video event.

12. The non-transitory computer-readable
medium of claim 1, wherein:

the natural language speech mput specifies the participant
and includes a request to locate the participant; and

the graphical overlay indicates a location of the partici-
pant.

13. The non-transitory computer-readable storage
medium of claim 1, wherein the natural language speech
input includes a request to visually distinguish between a
first party of the video event and an opposing second party
of the video event, wherein the participant corresponds to
the first party, and wherein the one or more programs further
comprise instructions, which when executed by the one or
more processors, cause the electronic device to:

in accordance with receiving the natural language speech
mnput and a determination that the natural language

speech 1nput includes a request to visually distinguish
between the first party and the opposing second party:

identify, by the digital assistant, based on the context
information, a second location of a second partici-
pant of the video event, the second participant cor-
responding to the opposing second party; and

in accordance with identifying the second location of
the second participant, augment, by the digital assis-
tant, the display of the video event with a second
graphical overlay displayed at a second display loca-
tion corresponding to the second location of the
second participant.

14. The non-transitory computer-readable storage
medium of claim 13, wherein the graphical overlay and the
second graphical overlay are concurrently displayed, and
wherein the graphical overlay i1s displayed in a different
manner than the second graphical overlay when the graphi-
cal overlay and the second graphical overlay are concur-
rently displayed.

15. The non-transitory
medium of claim 1, wherein:

the natural language speech input includes a request to
analyze an occurrence of the video event; and

the graphical overlay indicates a trajectory of the partici-
pant, the trajectory corresponding to the occurrence.

16. 'The non-transitory computer-readable storage
medium of claim 15, wherein the one or more programs

storage
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turther comprise instructions, which when executed by the
one or more processors, cause the electronic device to:

in accordance with a determination that the natural lan-

guage speech input includes a request to analyze the

occurrence of the video event, display, on the display,

a replay of the occurrence, wherein:

the first location of the participant 1s a location in the
replay of the occurrence; and

the first display location corresponds to the replay of
the occurrence.

17. The non-transitory computer-readable storage
medium of claim 16, wherein identifying the first location of
the participant includes:

identifying, based on the context information associated

with the video event, the participant; and

in accordance with i1dentifying the participant, 1dentify-

ing, based on the context information associated with
the video event, the first location.

18. The non-transitory computer-readable storage
medium of claim 16, wherein the one or more programs
turther comprise instructions, which when executed by the
one or more processors, cause the electronic device to:

in accordance with a determination that the natural lan-
guage speech input includes a request to analyze the
occurrence of the video event:

identify, based on the context information associated
with the video event, a second participant corre-
sponding to the occurrence;

in accordance with 1dentitying the second participant,
identity, based on the context information associated
with the video event, a third location of the second
participant in the replay; and
augment the display of the replay of the occurrence
with a second graphical overlay displayed at a third
display location corresponding to the third location
of the second participant, the second graphical over-
lay indicating a second trajectory of the second
participant.
19. The non-transitory computer-readable storage
medium of claim 1, wherein the context information
includes at least one of:

second information corresponding to opposing parties of
the video event;

a second audio stream of the video event; and
a second annotated event stream of the video event.
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20. The non-transitory computer-readable storage
medium of claam 19, wherein the second information cor-

responding to the opposing parties of the video event
indicates:

respective jersey numbers of the participants of the oppos-
ing parties;
respective 1dentities of the participants of the opposing
parties; and
respective jersey designs of the opposing parties.
21. An electronic device comprising:
a display;
One Or mMore pProcessors;
a memory; and
one or more programs, wherein the one or more programs
are stored 1n the memory and configured to be executed
by the one or more processors, the one or more pro-
grams 1ncluding instructions for:
while displaying, on the display, a video event:
receiving, by a digital assistant operating on the elec-
tronic device, a natural language speech mput cor-
responding to a participant of the video event;
in accordance with receiving the natural language
speech 1nput, 1dentitying, by the digital assistant,
based on context information associated with the
video event, a first location of the participant; and
in accordance with 1dentifying the first location of the
participant, augmenting, by the digital assistant, the
display of the video event with a graphical overlay
displayed at a first display location corresponding to
the first location of the participant.
22. A method, comprising:
at an electronic device having one or more processors,
memory, and a display:
while displaying, on the display, a video event:
receiving, by a digital assistant operating on the
clectronic device, a natural language speech mnput
corresponding to a participant of the video event;
in accordance with receiving the natural language
speech 1nput, 1dentitying, by the digital assistant,
based on context information associated with the
video event, a first location of the participant; and
in accordance with i1dentifying the first location of the
participant, augmenting, by the digital assistant, the
display of the video event with a graphical overlay
displayed at a first display location corresponding to the

first location of the participant.
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