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EARLY Z SCOREBOARD TRACKING
SYSTEM AND METHOD

RELATED APPLICATIONS

The present application claims the benefit of and priority to
copending Provisional Application 60/964929 entitled an
Early Z Scoreboard Tracking System and Method filed on
Aug. 15, 2007, which 1s incorporated herein by this reference.
The present Application is also a Continuation in Part and 1©
claims the benefit and priority of the following copending
commonly assigned U.S. patent applications entitled:

“A Coincident Graphics Pixel Scoreboard Tracking Sys-
tem and Method” by Hutchins et al. filed on May 14, 2004,
Ser. No. 10/846,208; and 15

“An Early Kill Removal Graphics Processing System and
Method” by Hutchins et al. filed on May 14, 2004 Ser. No.

10/845,662;
which are hereby incorporated by this reference.

20
FIELD OF THE INVENTION

The present invention relates to the field of graphics pro-
cessing.
25
BACKGROUND OF THE INVENTION

Electronic systems and circuits have made a significant
contribution towards the advancement of modern society and
are utilized in a number of applications to achieve advanta- 30
geous results. Numerous electronic technologies such as digi-
tal computers, calculators, audio devices, video equipment,
and telephone systems facilitate increased productivity and
cost reduction 1n analyzing and communicating data, 1deas
and trends 1n most areas of business, science, education and 35
entertainment. FElectronic systems designed to produce these
results usually involve interfacing with a user and the inter-
facing often mvolves presentation of graphical images to the
user. Displaying graphics images traditionally involves inten-
stve data processing and coordination requiring considerable 40
resources and often consuming significant power.

An 1mage 1s typically represented as a raster (an array) of
logical picture elements (pixels). Pixel data corresponding to
certain surface attributes of an 1mage (e.g. color, depth, tex-
ture, etc.) are assigned to each pixel and the pixel data deter- 45
mines the nature of the projection on a display screen area
associated with the logical pixel. Conventional three dimen-
sional graphics processors typically involve extensive and
numerous sequential stages or “pipeline” type processes that
manipulate the pixel data in accordance with various vertex 50
parameter values and instructions to map a three dimensional
scene 1n the world coordinate system to a two dimensional
projection (e.g., on a display screen) of an 1mage. A relatively
significant amount of processing and memory resources are
usually required to implement the numerous stages of a tra- 55
ditional pipeline.

A number of new categories of devices (e.g., such as por-
table game consoles, portable wireless communication
devices, portable computer systems, etc.) are emerging where
s1ze and power consumption are a significant concern. Many 60
of these devices are small enough to be held in the hands of a
user making them very convenient and the display capabili-
ties of the devices are becoming increasingly important as the
underlying fundamental potential of other activities (e.g.,
communications, game applications, internet applications, 65
etc.) are increasing. However, the resources (e.g., processing
capability, storage resources, etc.) of a number of the devices

2

and systems are usually relatively limited. These limitations
can make retrieving, coordinating and manipulating informa-
tion associated with a final image rendered or presented on a
display very difficult or even impossible. In addition, tradi-
tional graphics information processing can consume signifi-
cant power and be a significant drain on limited power sup-
plies, such as a battery.

SUMMARY

Early z scoreboard tracking systems and methods 1n accor-
dance with the present invention are described herein. In one
embodiment, multiple pixels are recerved and a pixel depth
raster operation 1s performed on the pixels. The pixel depth
raster operation comprises discarding a pixel that 1s occluded.
In one exemplary implementation, the depth raster operation
1s done at a faster rate than a color raster operation. Pixels that
pass the depth raster operation are checked for screen coin-
cidence. Pixels with screen coincidence are stalled and pixels
without screen coincidence are forwarded to lower stages of
the pipeline. The lower stages of the pipeline are program-
mable and pixel tlight time can vary (e.g., can include mul-
tiple passes through the lower stages). Execution through the
lower stages 1s directed by a program sequencer which also
directs notification to the pixel flight tracking when a pixel 1s
done processing.

DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are ncorporated 1n
and form a part of this specification, illustrate embodiments
of the mvention by way of example and not by way of limi-
tation. The drawings referred to 1n this specification should be
understood as not being drawn to scale except 11 specifically
noted.

FIG. 1 1s a block diagram of an exemplary graphics pipe-
line 1n accordance with one embodiment of the present mven-
tion.

FIG. 2A 1s a block diagram of a computer system 1n accor-
dance with one embodiment of the present mvention 1is
shown.

FIG. 2B 1s a block diagram of a computer system in accor-
dance with one alternative embodiment of the present inven-
tion.

FIG. 3 1s a tlow chart of pixel processing method 1n accor-
dance with one embodiment of the present invention.

DETAILED DESCRIPTION

Retference will now be made in detail to the preferred
embodiments of the invention, examples of which are 1llus-
trated 1n the accompanying drawings. While the imvention
will be described 1n conjunction with the preferred embodi-
ments, 1t will be understood that they are not intended to limit
the mvention to these embodiments. On the contrary, the
invention 1s intended to cover alternatives, modifications and
equivalents, which may be included within the spint and
scope of the mvention as defined by the appended claims.
Furthermore, in the following detailed description of the
present mvention, numerous specific details are set forth in
order to provide a thorough understanding of the present
invention. However, 1t will be obvious to one of ordinary skill
in the art that the present invention may be practiced without
these specific details. In other instances, well known meth-
ods, procedures, components, and circuits have not been
described 1n detail as not to unnecessarily obscure aspects of
the present invention.
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Some portions of the detailed descriptions which follow
are presented 1n terms of procedures, logic blocks, process-
ing, and other symbolic representations of operations on data
bits within a computer memory. These descriptions and rep-
resentations are the means generally used by those skilled in
data processing arts to effectively convey the substance of
theirr work to others skilled in the art. A procedure, logic
block, process, etc., 1s here, and generally, concerved to be a
self-consistent sequence of steps or mstructions leading to a
desired result. The steps include physical manipulations of
physical quantities. Usually, though not necessarily, these
quantities take the form of electrical, magnetic, optical, or
quantum signals capable of being stored, transferred, com-
bined, compared, and otherwise manipulated 1n a computer
system. It has proven convenient at times, principally for
reasons ol common usage, to refer to these signals as bits,
values, elements, symbols, characters, terms, numbers, or the
like.

It should be borne in mind, however, that all of these and
similar terms are associated with the appropriate physical
quantities and are merely convenient labels applied to these
quantities. Unless specifically stated otherwise as apparent
from the following discussions, 1t 1s appreciated that through-
out the present application, discussions utilizing terms such
as “processing”’, “computing’, “calculating”, “determining”,
“displaying™ or the like, refer to the action and processes of a
computer system, or stmilar processing device (e.g., an elec-
trical, optical, or quantum, computing device), that manipu-
lates and transforms data represented as physical (e.g., elec-
tronic) quantities. The terms refer to actions and processes of
the processing devices that manipulate or transform physical
quantities within a computer system’s component (e.g., reg-
1sters, memories, logic, other such information storage, trans-
mission or display devices, etc.) into other data similarly
represented as physical quantities within other components.

The present mvention provides efficient and convenient
graphics data organization and processing. A present mven-
tion graphics system and method can facilitate presentation of
graphics 1images with a reduced amount of resources dedi-
cated to graphics information processing and can also facili-
tate increased power conservation. In one embodiment of the
present invention, processing of graphics information 1s sim-
plified and coordination of graphics information between
different pixels 1s facilitated. For example, 1f pixel data does
not impact (e.g., contributes to, modifies, etc.) the image
display presentation, power dissipated processing the infor-
mation 1s mimmized by “killing” the pixel (e.g., not clocking,
the pixel packet payload through the graphics pipeline).
Alternatively, the pixel packet can be removed from the
graphics pipeline all together. Information retrieval can also
be coordinated to ensure information 1s being retrieved and
torwarded 1n the proper sequence (e.g., to avoid improper
screen comncidence, multiple pass 1ssues, read-modity-write
problems, etc.). In addition, embodiments of the present
invention can provide flexible organization of graphics infor-
mation and facilitate programmable multiple pipeline passes.

FIG. 1 1s a block diagram of an exemplary graphics pipe-
line 100 1n accordance with one embodiment of the present
invention. Graphics pipeline 100 facilitates efficient and
clfective utilization of processing resources. In one embodi-
ment, graphics pipeline 100 processes graphics information
in an organized and coordinated manner. Graphics pipeline
100 can be implemented as a graphics processing core 1n a
variety of different components (e.g., in a graphics processing,
chip or unit, 1n an application specific integrated circuit, a
central processing umit, imtegrated 1n a host processing unit,
etc.). Various aspects graphics pipeline 100 and other
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embodiments of the present invention are described in por-
tions of the following description as operating upon graphics
primitives, (e.g., triangles) as a matter ol convenient conven-
tion. It 1s appreciated that the present invention 1s readily
adaptable and can be also implemented utilizing a variety of
other geometrical primitives.

Graphics pipeline 100 includes setup stage 103, raster
stage 110, gatekeeper stage 120, program sequence sage 130,
arithmetic logic unit stage 140 and data write stage 150. In
one embodiment of the present imvention, a host provides
graphics pipeline 100 with vertex data (e.g., points in three
dimensional space that are being rendered), commands for
rendering particular triangles given the vertex data, and pro-
gramming information for the pipeline (e.g., register writes
for loading 1nstructions into different graphics pipeline 100
stages). The stages of graphics pipeline 100 cooperatively
operate to process graphics information.

Setup stage 105 recerves vertex data and prepares informa-
tion for processing in graphics pipeline 100. Setup stage 1035
can perform geometrical transformation of coordinates, per-
form viewport transforms, perform clipping and prepare per-
spective correct parameters for use inraster stage 110, includ-
ing parameter coellicients. In one embodiment, the setup unit
applies a user defined view transform to vertex information
(e.g., X, v, Z, color and/or texture attributes, etc.) and deter-
mines screen space coordinates for each triangle. Setup stage
105 can also support guard-band clipping, culling of back
facing triangles (e.g., triangles facing away from a viewer),
and determining interpolated texture level of detail (e.g., level
of detail based upon triangle level rather than pixel level). In
addition, setup stage 105 can collect statistics and debug
information from other graphics processing blocks.

Setup stage 105 can include a vertex bullfer (e.g., vertex
cache) that can be programmably controlled (e.g., by soft-
ware, a driver, etc.) to efficiently utilize resources (e.g., for
different bit s1ze word vertex formats). For example, trans-
formed vertex data can be tracked and saved 1n the vertex
buifer for future use without having to perform transform
operations for the same vertex again. In one embodiment,
setup stage 105 sets up barycentric coelfficients for raster 110.
In one exemplary implementation, setup stage 105 1s a float-
ing point Very Large Instruction Word (VLIW) machine that
supports 32-bit IEEE float, S15.16 fixed point and packed 0.8
fixed point formats.

Raster stage 110 determines which pixels correspond to a
particular triangle and interpolates parameters from setup
stage 105 associated with the triangle to provide a set of
interpolated parameter variables and instruction pointers or
sequence numbers associated with (e.g., describing) each
pixel. For example, raster stage 100 can provide a “transla-
tion” or rasterization from a triangle view to a pixel view of an
image. In one embodiment, raster stage 110 scans or 1terates
cach pixel 1n an 1ntersection of a triangle and a scissor rect-
angle. For example, raster stage 110 can process pixels of a
given triangle and determine which processing operations are
appropriate for pixel rendering (e.g., operations related to
color, texture, depth and fog, etc.). Raster stage 110 can
support guard band (e.g., +/-1K) coordinates providing eili-
cient guard-band rasterization of on-screen pixels and facili-
tates reduction of clipping operations. In one exemplary
implementation, raster stage 110 1s compatible with Open
GL-ES and D3DM rasterization rules. Raster stage 110 1s also
programmable to facilitate reduction of power that would
otherwise be consumed by unused features and faster render-
ing ol simple drawing tasks, as compared to a hard-coded
rasterizer unit in which features consume time or power (or
both) whether or not they are being used.
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In one embodiment, raster stage 110 also generates pixel
packets utilized 1n graphics pipeline 100. Each pixel packet
includes one or more rows and each row includes a payload
portion and a sideband portion. A payload portion includes
fields for various values including interpolated parameter
values (e.g., values that are the result of raster interpolation
operations). For example, the fields can be created to hold
values associated with pixel surface attributes (e.g., color,
texture, depth, fog, (x,y) location, etc.). Instruction sequence
numbers associated with the pixel processing are assigned to
the pixel packets and placed 1n an instruction sequence field
of the sideband portion. The sideband information also
includes a status field (e.g., kall field).

In one embodiment, raster stage 110 calculates barycentic
coordinates for pixel packets. In a barycentric coordinate
system, distances 1n a triangle are measured with respect to 1ts
vertices. The use of barycentric coordinates reduces the
required dynamic range, which permits using fixed point
calculations that require less power than floating point calcu-
lations. In one embodiment, raster stage 110 can also inter-
leave even number pixel rows and odd number pixel rows to
account for multiclock cycle latencies of downstream pip-
estages.

A present invention graphics pipeline system and method
can facilitate efficient utilization of resources by limiting
processing on pixels that do not contribute to an 1mage dis-
play presentation. Z Raster stage 111 performs an analysis to
determine relatively “early” 1n the graphics pipeline 1f a pixel
contributes to the image display presentation. For example,
an analysis of whether a pixel 1s occluded (e.g., has values
associated with “hidden” surfaces that do not contribute to an
image display presentation) 1s performed. In one embodi-
ment, a pixel packet row 1s not clocked through (e.g., CMOS
components for the payload portion do not switch) for kalled
pixels. The present invention can prevent power being con-
sumed on processing for pixels that would otherwise be dis-
carded at the end of the pipeline. The raster stage removes
pixel information (e.g., pixel packetrows) associated with the
pixel from the pipeline 11 the information does not contribute
to the 1image display presentation and notifies gatekeeper 120.
Color raster stage 112 performs color raster operations.

In one embodiment, Z raster 1s done at a faster rate than
color raster. In one exemplary implementation, 7Z raster
operations are performed on four pixels are at a time and the
pixels that are discarded are “finished” faster than the pixels
that go through color rasterizing. The discarding of some
pixels while others rasterized at the same time proceed to the
lower stages of the pipeline introduce timing 1ssues that are
handled by the scoreboarding and program sequencing
described below. The scoreboarding and program sequencing
also handle timing 1ssues associated with variable length
programmable shader operations that can include re-circulat-
ing a pixel through pipeline stages multiple passes.

Gatekeeper stage 120 of FIG. 1A regulates the flow of
pixels to lower stages of graphics pipeline 100. In one exem-
plary implementation, gatekeeper 120 also collects debug
readback information from other graphics pipeline 100 stages
(e.g., can handle debug register reads). In one embodiment of
the present mvention, gatekeeper stage 120 facilitates data
coherency maintenance of data fetching and data writing. For
example, gatekeeper stage 120 can prevent read-modity-
write hazards by coordinating entrance of coimncident pixels
into subsequent stages of graphics pipeline 100 with on going
read-modily-write operations.

In one embodiment, gatekeeper stage 120 utilizes score-
boarding techniques to track and identily coincident pixel
1ssues. Gatekeeper stage 120 can also utilize the scoreboard to
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tracks pixels that finish processing through the pipeline (e.g.,
by being written to memory or being killed). Scoreboard 121
facilitates coordination of pixels 1n a pipeline to maintain an
appropriate processing tlow (e.g., the order 1n which an appli-
cation drew a triangle). For example, it 1s possible for an
application to direct one triangle to be rendered over the top of
another triangle and it 1s possible for a pixel associated with
the second triangle to be coincident (e.g., have the same
screen location) with a pixel from the first triangle.

Scoreboard 121 tracks the screen locations of pixels that
are 1n “flight” and being processed by downstream stages of
the graphics pipeline. Scoreboard 121 prevents a hazard
where one pixel i a triangle 1s coincident (*on top of”)
another pixel being processed and 1n flight but not yet retired.
For example, when a pixel packet 1s recerved at gatekeeper
stage 120, the screen location for the pixel packet 1s stored at
scoreboard 121. When a second pixel packet having the same
screen location 1s received, scoreboard 121 indicates that
another pixel with that screen location 1s currently being
processed by downstream stages of graphics pipeline. In one
embodiment, scoreboard 121 1s implemented as a bit mask. In
one exemplary implementation, the bit mask 1s a grid of bits
for indicating whether a pixel having a particular (x, y) loca-
tion 1s busy (e.g., being processed by graphics pipeline).

In one embodiment, gatekeeper stage 120 directs raster
stage 110 to stall propagation of the new pixel to downstream
stages 1n response to detecting screen coincidence between
the pixel and pixels currently processing. Upon completion of
processing for a pixel packet, a message 1s sent from data
write stage 150 to gatekeeper stage 120 indicating that the
pixel has completed processing. In response to receiving the
message, scoreboard 121 1s updated to indicate that the screen
location associated with the pixel 1s now free, and that pro-
cessing can commence on another pixel having the same
screen location. In one embodiment, the corresponding bit 1n
a bit mask 1s cleared.

Program sequencer (P Seq) 130 functions by controlling
the operation of the other downstream components of the
graphics pipeline 100. In one embodiment program
sequencer 130 works 1n conjunction with a graphics driver to
implement a method for loading and executing a program-
mable shader. The program sequencer 130 can interact with
the graphics driver (e.g., a graphics driver executing on the
CPU) to control the manner in which the functional modules
of the graphics pipeline 100 recerve mnformation, configure
themselves for operation, and process graphics primitives.
For example, graphics rendering data (e.g., primitives, tri-
angle strips, etc.), pipeline configuration information (e.g.,
mode settings, rendering profiles, etc.), and rendering pro-
grams (€.g., pixel shader programs, vertex shader programs,
etc.) are recerved by the lower pipeline stage over a common
input from upstream pipeline stages (e.g., from an upstream
raster module, from a setup module, or from the graphics
driver).

In one exemplary implementation the program sequencer
130 directs execution of an indeterminate length shader pro-
gram. As used herein, the term “indefinite length” shader
program refers to the fact that the shader programs that can be
executed by a GPU are not arbitranily limited by a predeter-

mined, or format based, length. Thus for example, shader
programs that can be executed can be short length shader
programs (e.g., 16 to 32 instructions long, etc.), normal
shader programs (e.g., 64 to 128 1nstructions long, etc.), long
shader programs (e.g., 256 instructions long, etc.), very long
shader programs (e.g., more than 1024 1nstructions long, etc)
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or the like. In one embodiment, program sequencer 130
directs execution of indeterminate length shader programs by
executing them 1n portions.

P Seq. 130 1s also responsible for fetching (e.g., reading) a
plurality of different data types (e.g., color data, depth data,
texture data, etc.) from a memory (e.g., memory 132) 1n a
single stage. In one embodiment, a variety of different types
ol surface attribute information from memory 170, including
surface information related to pixels (e.g., pixels generated by
a rasterization module). The surface mformation can also be
associated with a plurality of graphics functions to be per-
formed on the pixels and wherein the surface information 1s
stored 1n pixel information (e.g., a pixel packet) associated
with the pixels. The plurality of graphics functions can
include color blending and texture mapping. In one exem-
plary implementation, program sequencer 130 directs a recir-
culation data path for recirculating pixel information through
shading and texture operations multiple for multiple passes or

loops.
Artthmetic logic stage 140 (e.g., an ALU) of FIG. 1A

performs shading coordination operations on pixel packet
row payload information (e.g., pixel surface attribute infor-
mation) received from data fetch stage 130. The arithmetic
logic stage 140 can also perform texture operations.

Data write stage 150 forwards pixel processing results
(e.g., color results, Z-depth results, etc.) out to memory. In
one embodiment data write stage 150 forwards the results to
fragment data cache 170. In one exemplary implementation,
data write stage forwards an indication to scoreboard 121 the
pixel 1s no longer 1n flight.

With reference now to FIG. 2A, a computer system 200 in
accordance with one embodiment of the present invention 1s
shown. Computer system 200 may provide the execution
platform for implementing certain software-based function-
ality of the present invention. As depicted in FIG. 2, the
computer system 200 includes a CPU 201 coupled to a 3-D
processor 205 via a host interface 202. The host interface 202
translates data and commands passing between the CPU 201
and the 3-D processor 205 1nto their respective formats. Both
the CPU 201 and the 3-D processor 205 are coupled to a
memory 221 via a memory controller 220. In the system 200
embodiment, the memory 221 1s a shared memory, which
refers to the property whereby the memory 221 stores instruc-
tions and data for both the CPU 201 and the 3-D processor
205. Access to the shared memory 221 1s through the memory
controller 220. The shared memory 221 also stores data com-
prising a video frame buffer which drives a coupled display
225,

As described above, certain processes and steps of the
present invention are realized, 1n one embodiment, as a series
of instructions (e.g., software program) that reside within
computer readable memory (e.g., memory 221) of a computer
system (e.g., system 200) and are executed by the CPU 201
and graphics processor 205 of system 200. When executed,
the instructions cause the computer system 200 to implement
the functionality of the present invention as described below.

As shown 1 FIG. 2A, system 200 shows the basic compo-
nents ol a computer system platform that may implement the
functionality of the present invention. Accordingly, system
200 can be implemented as, for example, a number of differ-
ent types of portable handheld electronic devices. Such
devices can include, for example, portable phones, PDAs,
handheld gaming devices, and the like. In such embodiments,
components would be included that are designed to add
peripheral buses, specialized communications components,
support for specialized 10 devices, and the like.
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Additionally, 1t should be appreciated that although the
components 201-257 are depicted i FIGS. 2A and 2B as a
discrete components, several of the components can be
implemented as a single monolithic integrated circuit device
(e.g., a single integrated circuit die) configured to take advan-
tage of the high levels of integration provided by modern
semiconductor fabrication processes. For example, in one
embodiment, the CPU 201, host interface 202, 3-D processor
205, and memory controller 220 are fabricated as a single
integrated circuit die.

FIG. 2B shows a computer system 2350 1n accordance with
one alternative embodiment of the present invention. Com-
puter system 250 1s substantially similar to computer system
200 of FIG. 2A. Computer system 250, however, utilizes the
processor 231 having a dedicated system memory 252, and
the 3-D processor 255 having a dedicated graphics memory
253. Host mterface 254 translates data and commands pass-
ing between the CPU 201 and the 3-D processor 255 into their
respective formats. In the system 250 embodiment, the sys-
tem memory 251 stores mstructions and data for processes/
threads executing on the CPU 251 and graphics memory 2353
stores 1nstructions and data for those processes/threads
executing on the 3-D processor 255. The graphics memory
233 stores data the video frame buffer which drives the dis-
play 257. As with computer system 200 of FIG. 2A, one or
more of the components 251-253 of computer system 250 can
be integrated onto a single integrated circuit die.

FIG. 3 1s a flow chart of pixel payload processing method
300 in accordance with one embodiment of the present mnven-
tion. In one embodiment, pixel payload processing method
300 1s performed by stages of a graphics processing pipeline.
In one embodiment process 300 1s performed by graphics
pipeline 100. Instructions directing process 300 can be stored
as istructions on a computer readable medium and executed
On a Processor.

In block 311 multiple pixel information 1s recerved. In one
embodiment of the present invention, the multiple pixel
packet information 1s mcluded 1n a graphics pipeline raster
stage (e.g., raster stage 110). In one exemplary implementa-
tion, recerving pixel packet information also includes retriev-
ing pixel surface attribute values. The pixel surface attribute
values can be 1nserted 1n the pixel packet row.

At block 312 a pixel depth raster operation on the multiple
pixels 1s performed. In one embodiment, the pixel depth raster
operation 1s done at a faster rate than a color raster operation.
In one exemplary implementation, the pixel depth raster
operation 1s performed on four pixels at a time and the pixels
that are discarded are finished faster than the pixels that are
forwarded for color raterizing. The depth determination
includes analyzing 11 a pixel associated with the pixel packet
information 1s occluded. For example, a depth comparison of
7. values 1s performed to determine 1f another pixel already
processed and written to a frame butifer 1s 1n “front” of a pixel
currently entering a data fetch stage. If there 1s another pixel
already processed and 1n front the current pixel fails the Z test
and the current pixel 1s discarded or removed from further
processing. If there 1s not another pixel already processed and
in front the current pixel passes the Z test and the process
proceeds to step 313.

The pixels that pass the pixel depth operation are checked
for screen coincidence 1 block 313. The “tlight” through the
pipeline or processing of the multiple pixels that are for-
warded to the lower stages of said graphics pipeline 1s
tracked. In one embodiment, a scoreboard 1s checked for an
indication of a screen coincidence. In one exemplary imple-
mentation bits 1n a scoreboard representing screen positions
of pixels that are entering the downstream pipeline portion are
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set and to check subsequent pixels a determination 1s made 11
the scoreboard contains a set bit that 1s associated with a
screen position of the subsequent pixel. Propagation of a pixel
1s stalled 1n response to detecting screen coincidence with
another pixel.

In step 314 pixels that pass the screen coincidence check-
ing are forwarded to lower stages of the graphics pipeline for
downstream processing. The flight or processing of the pixel
in the lower stages 1s variable. In one embodiment, execution
shader program 1s and indeterminate length and a pixel can
pass through or recirculate through the lower stages multiple
times. In one embodiment, a downstream data write module
reports to an upstream scoreboard module that the particular
pixel packet has propagated through the graphics pipeline. In
this way, written and are marked as retired.

Thus, the present invention facilitates efficient and effec-
tive pixel processing. The present invention enables power
conservation by eliminating occluded pixels early 1n the pipe-
line while coordinating tracking of variable length pipeline
processing operations. The depth rasterizing can be per-
formed on multiple pixels at a faster rate than the color ras-
tering while timing 1ssues associated with forwarded pixels
that make multiple passes through the pipeline stages are
handled.

The foregoing descriptions of specific embodiments of the
present invention have been presented for purposes of illus-
tration and description. They are not intended to be exhaus-
tive or to limit the ivention to the precise forms disclosed,
and many modifications and variations are possible in light of
the above teaching. The embodiments were chosen and
described 1n order to best explain the principles of the mven-
tion and 1ts practical application, to thereby enable others
skilled in the art to best utilize the invention and various
embodiments with various modifications as are suited to the
particular use contemplated. It 1s intended that the scope of
the invention be defined by the Claims appended hereto and
their equivalents. In the claims, the order of elements does not
imply any particular order of operations, steps, or the like,
unless a particular element makes specific reference to
another element as becoming before or after.

What 1s claimed 1s:

1. A graphics processing system comprising:

a scoreboard component for tracking pixels that are still in
flight and being worked on 1n a downstream stage of a
pipeline; and

a raster component 1n a processor which eliminates
occluded pixels early 1n said pipeline and color raster-
1zes non-occluded pixels and stalls screen coincident
pixels within said pipeline 1n accordance with said
scoreboard component, wherein said scoreboard com-
ponent tracks pixels that are still 1n tlight 1n said raster
component and pixels that have passed through said
raster component but have not exited a write stage, and
said scoreboard and program sequencing handle timing,
1ssues arising from some pixels being discarded while
other pixels proceed to lower stages of the pipeline,
wherein said pixels that are discarded and said other
pixels that proceed to lower stages of the pipeline are Z
depth rasterized at substantially the same time, wherein
said eliminating occluded pixels includes not clocking
payload portions of a pixel packet through said pipeline
while continuing to clock sideband portions of said pixel
packet through said pipeline, and said program sequenc-
ing directs execution of indeterminate length shader pro-
grams by executing them 1n portions.
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2. The graphics processing system of claim 1 wherein said
raster component comprises:

a z rasterizing component for eliminating occluded pixels

carly 1n said pipeline; and

a color rasterizing component for performing color raster-

1Zing.

3. The graphics processing system of claim 1 wherein a Z
raster 1s done at a faster rate than a color raster.

4. The graphics processing system of claim 1 wherein a 7
raster 1s done at a rate 4 times faster than a color raster.

5. The graphics processing system of claim 1 wherein said
scoreboard component also indicates that a pixel 1s not 1n
flight and being worked on 1n a downstream stage of said
pipeline 11 said pixel 1s eliminated by said raster component.

6. The graphics processing system of claim 1 further com-
prising pixel value processing including recirculating values
associated with a pixel 1n said pipeline.

7. A method of processing pixels 1 a graphics pipeline
comprising:

recerving multiple pixels;

performing a pixel depth raster operation on said multiple

pixels;
checking screen coincidence of each one of said multiple
pixels that pass said pixel depth raster operation;

forwarding each one of said multiple pixels that pass said
checking screen coincidence to lower stages of said
graphics pipeline;

stalling propagation of a pixel 1n said graphics pipeline in

response to detecting screen coincidence with another
pixel 1n said graphics pipeline; and

handling timing issues arising from some pixels being

discarded while other pixels proceed to lower stages of
the pipeline, wherein said pixels that are discarded and
said other pixels that proceed to lower stages of the
pipeline are 7 depth rasterized at substantially the same
time, wherein discarding occluded pixels includes not
clocking payload portions of a pixel packet through said
pipeline while continuing to clock sideband portions of
said pixel packet through said pipeline, and program
sequencing directs execution of indeterminate length
shader programs 1s performed by executing them 1n por-
tions.

8. A method as described in claim 7 wherein said pixel
depth raster operation comprises discarding a pixel that 1s
occluded.

9. A method as described 1n claim 7 wherein said pixel
depth raster operation 1s done at a faster rate than a color raster
operation.

10. A method as described 1n claim 7 further comprising
tracking flight of said multiple pixels that are forwarded to
programmable lower stages of said graphics pipeline,
wherein said flight 1s vaniable.

11. A method as described 1n claim 7 wherein said first
pixel completes processing within said graphics pipeline-
when a data write stage writes said pixel to a memory sub-
system or 1s discarded.

12. A method as described 1n claim 7 wherein said check-
Ing screen coincidence comprises:

setting bits 1n a scoreboard representing screen positions of

pixels that are entering a downstream pipeline portion;
and

determining 11 said scoreboard contains a set bit that 1s

associated with a screen position of a subsequent pixel.

13. A method as described in claim 7 further comprising
directing execution of an indeterminate length shader pro-
gram.
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14. A graphics processing system comprising:
a scoreboard component for tracking an encoded screen

position of pixels that are still 1n flight and being worked
on 1n a downstream stage of a pipeline;

raster component 1 a processor which eliminates
occluded pixels early in a pipeline-and color rasterizes
non-occluded pixels and stalls screen coincident pixels
within said pipeline-1n accordance with said scoreboard
component; and

a program sequence component for controlling the opera-

tion of downstream stages of said pipeline 1n the execu-
tion of programmable shader operations on said pixels
forwarded from said raster component and directing
notification to said scoreboard component of a pixel that
has completed processing 1n lower stages of said pipe-
line, and said scoreboard and program sequencing com-
ponent handle timing 1ssues arising from some pixels
being discarded while other pixels proceed to lower
stages of the pipeline, wherein said pixels that are dis-
carded and said other pixels that proceed to lower stages
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of the pipeline are Z depth rasterized at substantially the
same time, wherein said eliminating occluded pixels
includes not clocking payload portions of a pixel packet
through said pipeline while continuing to clock sideband
portions of said pixel packet through said pipeline, and
said program sequencing directs execution of indetermi-
nate length shader programs by executing them in por-
tions.
15. A graphics processing system of claim 14 wherein said
raster component rasterizes multiple pixels 1n parallel.
16. A graphics processing system of claim 135 wherein said
raster component forwards pixels that pass depth testing to

said scoreboard component and said scoreboard component
checks said forwarded pixels for screen coincidence with
pixels that are still 1n flight.

17. A graphics processing system of claim 15 wherein said
program sequence component controls multiple passes of
said pixels through said pipeline.

x x * x x
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